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ABSTRACT

Extinction strain rates of ethanol at atmospheric pressure were investigated in laminar counter-flow diffusion flames as a function of nitrogen dilution through both experiment and two-dimensional axisymmetric full domain numerical analysis. An opposed-jet burner configuration with straight-tube fuel and air nozzles and having two different design nozzle exit flow profiles was used in the experiments. An advanced numerical solution algorithm, which makes use of a block-based parallel implicit finite-volume scheme, was used to obtain the corresponding simulation results. A comparison of the numerical results for two different chemical kinetic mechanisms helped to identify key factors affecting the flame extinction. While the predicted values over estimated the experimentally observed global strain rate extinction limits, the general trends and nozzle flow profiles were well captured. The local strain rates near extinction were also examined numerically and shown to be independent of the nozzle velocity flow profile and a fundamental property of the reactants. The experimental data from the present study were also compared to previous measurements and good agreement was demonstrated. The predicted nozzle exit and axial velocity flow profiles arising from the two-dimensional analysis were examined and limitations of conventional one-dimensional counter-flow analyses were highlighted.

Introduction and motivation

Ethanol is one of the more important liquid biofuels for transportation and stationary gas turbines. It is attractive as a low-pollution and renewable fuel (Saxena and Williams, 2007) and is already widely used in the world as a fuel extender, octane enhancer, and oxygen-additive in or as a replacement for gasoline (Li et al., 2007). The vast majority of cars in North America today are running on blends of up to 10% ethanol (Flavin et al., 2006).

In spite of ethanol’s widespread use as a biofuel (Li et al., 2007; Saxena and Williams, 2007), there have been only a limited number of studies of its flame extinction properties. Extinction strain rate is an important characteristic of diffusion flames (Williams, 2001) and is a measure of fuel flammability and the susceptibility of flames to suppression. The only experimental extinction study with ethanol in non-premixed counter-flow diffusion flames that the authors are aware of is by Seshadri (2005) and Seiser et al. (2007). Furthermore, most, if not all, of the few related numerical studies for ethanol have been...
conducted using the standard or traditional one-dimensional (1D) analysis tools. The goal of the present work is therefore to re-examine the structure of counter-flow non-premixed diffusion flame and extinction limits for ethanol both experimentally and through the use of an advanced computational solution algorithm on two-dimensional (2D) axisymmetric domains, and thereby gain greater insight into the behaviour and extinction process for non-premixed ethanol flames.

**Counter-flow burner and experimental methodology**

Strain rate is representative of the residence time of reactants in the reaction zone and small aerodynamic time scales are indicative of elevated strain rates. In a counter-flow laminar diffusion flame, the aerodynamic strain rate is defined in terms of the gradient of the axial velocity component, $\partial u/\partial x$, where $u$ is the axial component of velocity and $x$ is the position coordinate in the axial direction along the burner centre line. The convention within literature is to express the local strain rate, $a_l$, as

$$a_l = \frac{\partial u}{\partial x}_{\text{max}}$$

just prior to the thermal mixing layer of the flame on either the air or fuel side, depending on the location of the flame with respect to the stagnation plane (Egolfopoulos et al., 1989; Sarnacki et al., 2012; Yu et al., 1986). The stoichiometric mixture fraction, $Z_{st}$ (Du and Axelbaum, 1995), which can be used to position the flame with respect to the stagnation plane in $Z$ (mixture fraction) space is given as (Xia and Axelbaum, 2013)

$$Z_{st} = \left(1 + \frac{Y_RW_O\nu_O}{Y_OW_R\nu_R}\right)^{-1}$$

where $Y$, $W$, and $\nu$ are mass fractions, molecular weight and stoichiometric coefficient, respectively, and the subscripts R and O denote the reactant and oxidizer chemical species in fuel and air streams, respectively. The stagnation plane is located at $Z_{st} = 0.50$, and thus flames located on the air and fuel side of the stagnation plane have values of $Z_{st} < 0.50$ and $Z_{st} > 0.50$, respectively.

In the absence of direct measures of $a_l$, the local strain rate can be approximated by the global strain rate as first formulated by Seshadri and Williams (1978), which is a function of nozzle exit bulk flow velocities, nozzle separation, and the densities of fuel and air streams. Potential flow is assumed within the counter-flow geometry which predicts a linear deceleration of the axial component of velocity as the gases approach the stagnation plane. Factoring in a correction for the density differences of the fuel and air streams, the global strain rate, $a_g$, can be expressed as

$$a_g = \frac{2V_A}{L} \left[1 + \frac{V_F}{V_A} \left(\frac{\rho_F}{\rho_A}\right)^{1/2}\right]$$
where $L$, $V$, and $\rho$ denotes nozzle separation distance, nozzle bulk flow velocity, and density respectively, and the subscripts $F$ and $A$ denote fuel and air streams, respectively.

The experimental apparatus used herein consists of a single counter-flow burner, designed specifically to handle high flow conditions (Wang, 2014). The burner includes two identical nozzle assemblies, each with inner and concentric nozzles (Figure 1). The inner nozzles supply the fuel mixture (fuel diluted with nitrogen) and air streams from the lower and upper assemblies, respectively, while the outer nozzles of both assemblies supply co-flow nitrogen, which isolates the flame from the ambient atmosphere. Two interchangeable inner nozzle configurations are available for the counter-flow burner. One configuration of the inner nozzle (parabolic profile configuration as depicted on right side of figure) has smooth bore tubes, for which a parabolic velocity distributions are expected at the nozzle exits in accordance with laminar pipe flow theory. However, as will be shown, in reality the parabolic configuration may result in somewhat different inflow conditions at the nozzle exit plane that are subject to variations depending on the pressure field generated by the opposed jets. The second configuration (uniform profile configuration as depicted on left side of figure) incorporates a sintered metal matrix 5.1 mm upstream of the nozzle exit plane, with the intention of creating uniform or top-hat velocity profiles at the nozzle exit planes. As will also be shown, the matrix is however
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**Figure 1.** Schematic diagram (not to scale) of 2D axisymmetric counter-flow burner and computational domain and boundary conditions used in numerical simulations showing both uniform (left) and parabolic (right) profile configurations (identical dimensions in both configurations are labelled only on the right).
not sufficient to ensure idealized uniform profiles of fuel and air at the nozzle exits. Similar sintered metal matrix meshes are fitted in the outer nozzles used to supply the co-flow nitrogen so as to provide similar uniform inflow velocity profiles in both burner configurations. The radii of the inner nozzles are 5.6 mm and 5.1 mm, and tube wall thicknesses are 0.76 mm and 1.27 mm, respectively, for the so-called parabolic and uniform profile configurations. The nozzle separation distance, \( L \), was maintained at 10.2 mm, such that the burner \( L/D \) ratio was either 0.91 or 1, depending on the configuration of the inner nozzles, where \( D \) represents the inner nozzle diameter. The radius and tube wall thickness of the outer nozzle are 9.8 mm and 5.3 mm, respectively. A ceramic glass enclosure houses the burner, allowing visual and optical access to the flame.

The dilution and evaporation of liquid ethanol was accomplished by using a fuel vaporizer system constructed in-house. A syringe pump was used to feed the liquid fuel into a heated evaporation chamber. The fuel evaporation and mixing chamber was a small volume (about \( 4 \times 10^{-5} \text{ m}^3 \)) high-pressure vessel. Liquid fuel and heated nitrogen carrier gas (also serving as the dilution gas) were injected into this heated evaporation chamber through a co-flow injector. The fully evaporated and diluted fuel was then directed to the burner through a heated tube set to 473 K so as to prevent condensation.

The strain rate was controlled by adjusting the flow rates of fuel mixture and air streams using flow controllers with calibrated accuracy within 1%. A stable flame was first established near but below the extinction limit and the experiments were then carried out by gradually applying small or incremental increases to the flow strain rate. Due to the fuel vaporizer setup, it was desirable to keep the liquid ethanol flow rate constant to prevent sudden changes in temperature (Wang, 2014). Thus, the increase in strain rate was accomplished by sequentially increasing the dilution nitrogen and air streams, respectively, while maintaining a constant liquid ethanol flow rate (effectively decreasing the fuel mole fraction as strain rate increases), until the flames were extinguished. At each step of this process, the momentum balance of the fuel mixture and air streams were maintained. Additionally, the flame was monitored and allowed about 30 seconds to stabilize between each step. Each step change in strain rate was maintained at about 1–5% of the global extinction strain rate and the experiments were repeated multiple times for each fuel flow rate. In this way, the extinction limits were accurately established.

**Numerical simulation of counter-flow burner and flame extinction**

**Finite-volume solution method**

The computational framework developed by Charest et al. (2010) for the prediction of laminar reactive flows with complex chemistry, non-gray radiative heat transfer, and soot was applied to the prediction of the counter-flow diffusion flames of interest herein. This numerical modelling tool was specifically developed for use with large multi-processor parallel computers and its capabilities have been previously demonstrated in a number of recent studies of laminar co-flow diffusion flames under both high pressure and low gravity conditions (Charest et al., 2010, 2011a, 2011b, 2011).

The framework solves the conservation equations for a multi-component, compressible, reactive, gaseous mixtures. Soot formation/oxidation and radiation were not included here since these effects are expected to be small for the ethanol fuel and atmospheric pressures
of interest. The governing equations are solved using a finite-volume method previously developed by Groth and co-workers (Charest et al., 2010; Gao and Groth, 2006; Gao et al., 2011; Sachdev et al., 2005). The scheme makes use of piece-wise limited linear reconstruction and an approximate Riemann solver to determine numerical values of the inviscid fluxes (Roe, 1981) and second-order diamond-path method for the viscous fluxes. Low-Mach-number preconditioning is applied to reduce the excessive dissipation and numerical stiffness of the discretized system and permit accurate solution for the low-speed flames of interest (Weiss and Smith, 1995). The solution of the fully-coupled non-linear equations resulting from the finite-volume discretization procedure are relaxed to steady-state using a parallel implicit algorithm which uses a matrix-free Newton–Krylov method. Thermodynamic/transport properties and gas-phase reaction rates are evaluated using CANTERA (Goodwin, 2003).

The simulations were performed using a chemical kinetic mechanism for ethanol combustion consisting of 39 species and 238 reactions developed by Li et al. (2007), referred to here as the Princeton mechanism, and a reduced mechanism based on the Princeton model consisting of 29 species and 154 reactions that was recently developed by Akih-Kumgeh (2013). While other detailed mechanisms, such as the 56 species, 383 reaction mechanism of Marinov (1999), and the more recent 57 species, 288 reaction mechanism of Saxena and Williams (2007), have been developed, they were not considered here.

**Axisymmetric computational domain and grids**

The parabolic profile configuration created some uncertainty regarding the specification of the inflow velocity at the nozzle exit planes of the inner nozzles. It was found that applying idealized parabolic velocity distributions at the inflow boundaries near the nozzle exits produced poor predictions of extinction strain, particularly at high flow rates (Wang, 2014). Furthermore, the experimental study of Vagelopoulos and Egolfopoulos (1998) has shown that the nozzle velocity flow distribution is affected by the radial pressure gradient created by the opposed jets and Sarnacki et al. (2012) later demonstrated in their experiments that the nozzle velocity flow distribution deviates from a parabolic profile as the strain rate is increased. Amantini et al. (2007) approached this problem by using the measured nozzle flow distribution as the numerical inflow boundary conditions at the nozzle exit plane. However, this approach is heavily dependent on availability of experimental data which were not available here. To overcome this issue in the present study, a full 2D axisymmetric computational domain was used. The computational domain of the inner nozzles was extended upstream by 12 times their diameter and uniform inflow velocity distributions were imposed at these upstream boundaries. By including the additional upstream portions of the inner fuel and air stream nozzles within the computational domain for the parabolic configuration, the nozzle exit plane velocity distributions were computed directly as part of the simulation such that the predicted profiles match the pressure and flow conditions at the nozzle exits.

Conversely, the uniform profile configuration was modelled by simply applying uniform inflow velocity profiles at the locations of the sintered metal matrix within the nozzles just upstream of the exit plane. Note that it was found that the sintered metal matrix was unable to maintain ideal uniform profiles at the exit planes of the inner nozzles.
(Wang, 2014), leading to generally poor agreement between numerical and experimental flow fields for elevated flow rates when studying various gaseous fuels. Nevertheless, it is felt that the present numerical setup for the uniform configuration should adequately approximate the experimental conditions at the metal matrix meshes as the flow rates necessary for the extinction of ethanol are relatively low in comparison to those required for the gaseous fuels of the previous study.

The computational domains adopted here are shown schematically in Figure 1 for both the parabolic and uniform profile configurations. The domain in each case is symmetrical along the equidistant plane and extends 152.4 mm radially. The nozzle radii, separation distance, tube thicknesses, and far-field domain boundaries are modelled precisely based on the burner geometry and exhaust enclosure of the experimental facility. The inner nozzles extend 134.1 mm and 5.1 mm upstream from nozzle exit plane for the parabolic and uniform configurations, respectively, while the outer nozzles extend just 5.1 mm upstream to the position of the sintered metal matrix. No-slip boundary conditions were applied at the nozzle tube walls while the far-field and lower boundaries of the domain were treated as free-slip boundaries. All tube walls were taken to have a fixed temperature of 300 K. The upper boundary of the domain serves as the flow outlet, where values of temperature, velocity, and species mass fraction were extrapolated from the interior of the domain while the pressure was specified and held at a fixed value. The compositions of the gaseous mixtures were specified at all inlet boundaries, along with the velocity and temperature, while the pressure was extrapolated from the interior of the domain. Uniform velocity and temperature profiles were specified for the air, fuel mixture, and co-flow nitrogen inlet boundaries, in all cases.

For the parabolic profile burner configuration, the computational mesh was subdivided into 180 cells and 18 blocks in the radial and 672 cells and 42 blocks in the axial directions, respectively. The resulting structured but non-uniformly spaced mesh consisted of 92,160 quadrilateral cells within 576 blocks. For the uniform profile configuration, the computational mesh was subdivided into 180 cells and 18 blocks in the radial and 640 cells and 40 blocks in the axial direction. This produced a mesh consisting of 81,920 cells and 512 blocks. In both cases, the cells were clustered radially towards the centre line and axially towards the equidistant plane so as to provide higher resolution for regions containing the flow. The vertical mesh spacing between the inner nozzles was approximately 35 μm, while the spacing was approximately 140 μm in the radial direction. The computational grid used in the simulations of the parabolic profile burner configuration is depicted in Figure 2, showing the distribution of both the grid blocks and quadrilateral cells. The mesh used for the simulation of the uniform profile burner was very similar. A systematic mesh refinement study was performed to ensure that the resolution of these two meshes were sufficient for the purposes of the present extinction studies (Wang, 2014).

**Procedure for computation of extinction limits**

Numerical extinction was determined in a manner similar to that adopted in the experiments. A converged steady counter-flow flame solution was first established well below the expected extinction strain limit. The converged solution was then used as an initial estimate or starting solution for determining a new solution at a higher strain rate, with the higher strain rate imposed by simply modifying the inflow boundary conditions and
prescribing higher bulk flow velocities in the fuel and air stream nozzles. This process was repeated in an iterative manner until the numerical solution no longer supported a flame and a precise value for the extinction strain rate was established. The final step size increases in the global strain rate at extinction were kept sufficiently small, as summarized in Table 1, to ensure that the error in the computed extinction strain rate was below 3%.

**Analyses and comparison of experimental and numerical results**

**Assessment of chemical kinetic mechanisms**

Prior to considering the complete set of ethanol extinction results, an assessment is made of the relative effectiveness of the chemical kinetic models considered in this study for the prediction of extinction strain. In particular, numerical results obtained using the full chemical kinetic mechanism of Li et al. (2007) (referred to as the Princeton mechanism in the figures), and the reduced version of the Li et al. mechanism developed by Akih-Kumgeh (2013) (referred to as the reduced Princeton mechanism in the figures) are compared. The comparisons of the two mechanisms were conducted for the parabolic profile burner configuration.

To begin with, the predicted numerical values of the global extinction strain rate, \( \alpha_g \), for both the full and reduced Princeton mechanisms are shown in Figure 3(a) as a

**Table 1.** Strain rate step sizes used in the computation of the flame extinction limit.

<table>
<thead>
<tr>
<th>( \alpha_g ) (s(^{-1}))</th>
<th>( \leq 200 )</th>
<th>( \leq 500 )</th>
<th>( \leq 1000 )</th>
<th>( \geq 1001 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step size (s(^{-1}))</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

**Figure 2.** Computational mesh used in 2D axisymmetric simulations of the counter-flow burner for parabolic profile configuration showing the computational blocks of the multi-block grid (left), as well as the distribution of the computational cells (right); grid consists of 576 blocks and 92,160 quadrilateral cells.
function of the fuel mole fraction, $X_F$. Ignoring for the moment the comparisons to experimental values, it can be seen that the predicted global extinction limits for both mechanisms are virtually identical, with those of the reduced mechanism being marginally higher than those of the full model.

The predicted 2D axisymmetric flame structures obtained using the two mechanisms are further compared in Figure 4, where the solutions of the full and reduced mechanisms are given on the left and right sides of the figure, respectively. The figure depicts the computed temperature distributions and flow streamlines for a diluted ethanol flame with the parabolic configuration for $X_F = 0.37$ and $a_g = 580$ s$^{-1}$ just prior to extinction. It is quite evident that the resulting flame structure and flow field provided by each mechanism are virtually identical.

More detailed comparisons of the predictions of two mechanisms for a diluted ethanol flame with the parabolic configuration for $X_F = 0.37$ and $a_g = 580$ s$^{-1}$ just prior to extinction.
extinction are afforded by Figure 5, where centre-line solution profiles are depicted. While there are no noticeable differences in the predictions of the distributions of temperature, axial velocity, and fuel and air species mass fractions along the axis of symmetry (the overall flame structure provided by each mechanism are virtually identical), small differences in major combustion products and radicals distributions can be observed between the two mechanisms. In particular, there is a noticeably higher concentration of $\text{CO}_2$ in the combustion products, as well as $\text{OH}$, $\text{O}$, and $\text{H}$ radicals predicted by the reduced mechanism. This is indicative of a more active flame that is expected to be slightly more resistant to extinction, as indicated in the results of Figure 3(a). As both mechanisms appear to provide similar results in terms of flame structure and extinction properties, for computational efficiency, the reduced mechanism was used exclusively in obtaining the remainder of the numerical results reported herein.

**Comparison of measured and predicted global strain rate**

Returning to Figure 3, consider now the comparison of the experimentally measured and numerically predicted values of the global extinction strain rates for both the parabolic and uniform profile burner configurations. Firstly, it should be noted that experimental data in Figure 3(a) for the parabolic configuration shows a noticeable sudden jump in the otherwise nearly linear behaviour for strain rates in the range $a_g \approx 100–200 \text{ s}^{-1}$. It is speculated that this is due to early extinction of the flames caused by the flow instabilities as previously reported by Wang (2014) for this burner geometry. These instabilities appear
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to arise from aerodynamic effects and are independent of fuel composition. It is also worth noting that the fuel and air nozzle flow Reynolds numbers are estimated to be well below the established limit for laminar flow in fully developed pipes for all of the extinction results shown in the figure.

From Figure 3, it is also evident that the numerical predictions of the extinction limits for both parabolic and uniform configurations significantly over-predict by as much as 70% the experimentally measured values. In spite of these quantitative discrepancies, the overall positive correlation between the global extinction strain rate and fuel mole fraction of the fuel mixture, as well as the differences between the two flow profiles, are reasonably well captured. The large numerical over-prediction of measured values for extinction strain is likely due to the limitation of the chemical kinetic mechanism, as both the full and reduced mechanisms were formulated without being specifically tuned to match the results of extinction studies. The differences between the measured and predicted values for the extinction strain may also be attributed to inaccuracies in the gas-phase models for the species and mixture transport coefficients. Note that it has been shown that even a small change in the concentrations of critical chemical species, such as OH in the reaction zone, can have a large effect on the global strain rate near extinction (Wang, 2014), indicating that extinction prediction is very sensitive to the production, transport, and destruction of these species.

**Comparison of measured and predicted local strain rate**

While the global strain rate at extinction can be defined using Eq. (3) for the flow conditions under which flame extinction occurs, the local extinction strain rate, as defined by Eq. (1), should be evaluated just prior to extinction, when the flame is still present. This is because the existence of the flame distorts and alters the velocity field. It is therefore desirable to determine the local strain rate as close to extinction as possible, in order to fairly compare local and global values of the extinction strain rates.

For ethanol, regardless of the dilution with nitrogen, it was found that $Z_{st} < 0.50$. Accordingly, the local strain rates were evaluated on the fuel mixture side of the flame. In each case, the local strain rates, $(a_l)_{ne}$, near extinction were evaluated numerically using the flame solutions at just one step in strain rate below the point of flame extinction as defined by Table 1. As this step size is less than 3% of the value of the global strain rate, this should represent an upper bound on the computed error in the local strain rate at the actual point of extinction.

Predicted values of the local near extinction strain rate and global strain rate at extinction for both burner configurations are compared to the present measured values of the global strain rate, as well as to other experimental and numerical results obtained by Seshadri (2005) and Seiser et al. (2007) (referred to here as Seshadri et al.). The global strain rates at extinction for the uniform profile are significantly higher than those of the parabolic profile for a given fuel mole fraction. However, it was also quite evident that the local strain rates near extinction are largely independent of flow profile, with minimal differences are seen for the different flow profiles. Furthermore, the global extinction strain rates for the parabolic profile provide significantly better approximations of local near extinction strain rates than those from the uniform profile. The observed numerical
results suggest that the local strain rate at the point of extinction are independent of nozzle configuration and flow field and is a fundamental chemical kinetic property of the reactants.

**Comparisons to extinction results from other sources**

Seshadri et al. (Seiser et al., 2007; Seshadri, 2005) have conducted experimental and numerical investigations on ethanol-air counter-flow diffusion flame extinction. The counter-flow diffusion flame burner used by Seshadri et al. has an inner diameter \( D = 22.2 \) mm and a separation \( L = 10 \) mm, thus the burner has \( L/D = 0.45 \). However, the fine wire screens were placed at both nozzle exits to minimize the tangential component of flow velocity and produce a plug flow (uniform) distribution, to a good approximation. Details of their burner can be found in Seiser et al. (2007, 1998), Seshadri (2005), Seshadri et al. (2009). Although the \( L/D \) ratio of their burner differ from the experimental setup of this study, their results are still relevant to the present findings as Wang (2014) has previously shown that the global strain rate at extinction for methane-air flames is largely independent of \( L/D \) in the case of uniform nozzle inflow profiles and for values of \( L/D \) in the range \( 0.5 \leq L/D \leq 1.0 \). The local strain rates were however shown to be different by Wang (2014). In addition to these previous findings, qualitatively similar behaviours were observed by Won et al. (2010), where the global extinction strain rate were found to be repeatable between \( 0.45 \leq L/D \leq 0.635 \) for their burner, which has honeycomb mesh installed 20 mm upstream of the nozzle exit to produce uniform nozzle inflow profile. Johnson et al. (2015) have also explored the validity of quasi-1D flow behaviour in counter-flow burner geometry as a function of burner diameter and nozzle separation and report related findings.

A comprehensive comparison of the extinction strain rates obtained in the present study, both experimentally and numerically, to those of Seshadri et al. (Seiser et al., 2007; Seshadri, 2005) is given in Figure 6. The data of Seshadri et al. were taken from Figure 2 of Seiser et al. (2007). It is evident that the experimental results for
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**Figure 6.** Summary of extinction strain results arising from current experimental and numerical studies of ethanol-air counter-flow diffusion flames along with a comparison to the previous results of Seshadri et al. (Seshadri, 2005; Seiser et al., 2007), where the latter is labelled [S] in the figure legend.
the uniform profile configuration of the present study closely match those of the previous study, especially for low flow rates at lower fuel mole fractions, indicating that the uniform or plug flow configuration described by Seshadri et al. is qualitatively similar to the uniform profile experimental configuration considered herein. However, at higher flow rates, the results appear to deviate slightly from the data of Seshadri et al., possibly due to the differences in burner design. The burner used in the present study imposes a uniform velocity distribution with the introduction of a metal mesh at 5.1 mm upstream of the nozzle exit while the burner of Seshadri et al. does so immediately at the nozzle exit. The $L/D$ ratios are also different for both burners. Furthermore, it is known that the burner used in the present work does not maintain idealized uniform velocity profiles at high flow rates (Wang, 2014). It is noted that the experimental results of Seshadri et al. cover somewhat narrower ranges of flow rates and fuel mole fractions than the wider and higher ranges considered here.

As shown earlier, the 2D axisymmetric numerical solutions of global strain rate at extinction conducted in the present work significantly over-predicts by about 70% when compared to the global strain rates at extinction measured during experiments. However, the 1D numerical solution of Seshadri et al., which assumes uniform plug flow boundary conditions, seems to achieve better predictions, although under-predictions were seen at higher strain rates. Seshadri et al. used the chemical kinetic mechanism of Marinov (1999) that consists of 383 elementary reactions and 56 species for their study. It is believed that the use of chemical kinetic mechanisms and their associated transport models that are not specifically tuned for extinction studies contribute at least partially to the over-prediction. Aside from the different chemical kinetic mechanisms, it should be noted that the 1D numerical solution of Seshadri et al. may not accurately capture the multi-dimensional aspects of extinction process in a counter-flow diffusion flame burner as is possible with the 2D axisymmetric full domain numerical solution method used in the current study. One such multi-dimensional effect is the prediction of opposed-jet nozzle exit plane flow distributions, examined in detail by a few previous experimental studies (Korusoy and Whitelaw, 2001; Sarnacki et al., 2012), which indicated the importance of the nozzle flow distributions on flame extinction behaviour. It has been shown by Wang (2014) in other previous 2D full-domain axisymmetric numerical solutions that the nozzle velocity distributions change as a function of flow rate due the influence of pressure gradients created by the opposed-jet and that the nozzle exit plane flow distributions can differ significantly for the idealized expectations of the two nozzle configurations examined here as a function of the flow rate. Wang (2014) has also shown that non-zero velocity gradients can exist at the nozzle exits, especially at higher flow rates. See also the numerical results for ethanol below in the section to follow. These observations suggest limitations of 1D and even 2D numerical simulations that apply idealized inflow velocity at the nozzle exit and artificially force a zero velocity gradient or make such analyses very dependent on experimental measurements to establish the correct inflow boundary conditions for the simulations. It is likely that the under-predictions by Seshadri et al. at elevated flow rates were caused by the deviation from the plug flow distribution in experiments not captured in their 1D numerical solutions.
Lastly, it is noted that the similarity between the predicted local near extinction strain rates and experimental global extinction strain rates for both the parabolic profile results of the present work and the results of Seshadri et al. are likely fortuitous, since it has been established that global strain rates do not approximate well the local strain rates for the uniform profile configuration of this burner (Wang, 2014).

**Multi-dimensional flame structure**

The 2D numerical solution method used here permitted an examination of the reactive flow field over the entire computational domain and thus provided useful insight into the multi-dimensional structure and behaviour of the counter-flow flames. Nozzle exit plane velocity profiles of opposed jets have been the subject of several previous experimental studies (Korusoy and Whitelaw, 2001; Sarnacki et al., 2012). These studies indicated the importance of the resulting velocity profile on flame extinction behaviour. However, there have been very few multi-dimensional numerical studies on this subject. Very recently, Johnson et al. (2015) have performed an investigation of multi-dimensional effects in counter-flow burners and assessed requirements for the validity of quasi-1D theory.

While the nozzle exit plane velocity flow profiles can be investigated for either the fuel or oxidized nozzle of a counter-flow burner, it is customary in literature to study the behaviour from the air side. Predicted normalized axial velocity profiles of the air at the nozzle exit plane corresponding to near extinction ethanol-air counter-flow diffusion flames studied here are presented in Figure 7 for both the parabolic and uniform burner configurations. The idealized uniform and parabolic velocity profiles are also shown in the figure for comparison. From the results of this figure, it is quite evident that the predicted nozzle exit-plane velocity profiles are strongly dependent on flow rate. As the flow rate is increased, the influence of pressure forces created by the opposed jet flow causes the velocity profiles to deviate significantly from the idealized distributions. An examination of the predicted centre-line axial velocity distributions of Figure 8 also reveals that there are significant variations in the centre-line velocity and non-zero velocity gradients are
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present at the nozzle exit plane, especially at higher flow rates. These findings further highlight the possible limitations of 1D and 2D numerical simulations based on imposed idealized inflow velocity profiles at the nozzle exit planes and the assumption that the velocity gradients in the axial direction are zero.

**Conclusions**

A combined experimental and numerical study of ethanol extinction in laminar counter-flow diffusion flames has been conducted. The 2D axisymmetric numerical solution method used here proved to be capable of reliable predictions of counter-flow flame structure and has allowed the identification of key factors affecting extinction. Although the global strain rate extinction limits for ethanol were somewhat overpredicted compared to the current measured values, the overall trends in the extinction behaviour were correctly captured. The relationship between global and local strain rates as a function of flow rate was investigated numerically. The predicted local strain rate at extinction was shown to be independent of the burner nozzle configuration and a fundamental property of the reactants. Furthermore, the global strain rate arising from the parabolic profile burner configuration was shown to provide superior agreement with and thus a good estimate of the local strain rate as compared to that provided by its uniform profile counterpart. Finally, due to the multi-dimensional aspects of opposed-jet burners highlighted in the study, caution should be exercised when comparing 1D numerical prediction of flame extinction to measured values of the global extinction strain rates. It is also recommended that the development and assessment of chemical kinetic mechanisms and their associated transport models for the prediction of flame extinction be carried out in conjunction with 2D full-domain simulations.
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