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Abstract

Effective temperatures of pulsed-laser-heated soot particles were derived from their thermal emission intensities
using optical pyrometry in a laminar ethylene coflow diffusion flame. The present study concerns conditions of
relatively low laser fluences under which soot particles are heated to temperatures below 3500 K to avoid compli-
cations of soot particle vaporization in both the experiment and the numerical calculations. The current nanoscale
heat transfer model for laser-induced incandescence (LII) of soot was improved to account for the effect of the
fractal structure of soot aggregates on the rate of heat loss to the surrounding gas. Mean primary soot particle
diameter and mean aggregate size at the location of measurement were determined using the technique of ther-
mophoretic sampling/transmission electron microscopy analysis. Numerical calculations based on the improved
LIl model were conducted to predict the soot particle temperature with known gas temperature, the heat conduc-
tion coefficient, the primary particle diameter, and the mean aggregate size, as well as values of assumed soot
absorption functionE (m) and the thermal accommodation coefficient of se@ofThe experimentally observed
soot temperature history, characterized by the peak value and the temporal decay rate, cannot be reproduced nu-
merically using the values df (m) anda found in the literature. By utilizing the experimental peak temperature
and temporal decay rate new valuesk(in) at 1064 nm andr were determined. Uncertainties in the derived
values of E(m) and o caused by the uncertainty in the primary soot particle diameter and the mean aggregate
size were analyzed. A novel method to determine the values of the soot absorption féiretipand the thermal
accommodation coefficieat was developed in the present study.

Crown Copyrightd 2003 Published by Elsevier Inc. on behalf of The Combustion Institute. All rights reserved.
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1. Introduction growth, and oxidation in flames. While traditional
techniques can provide information on soot character-

Nonintrusive optical diagnostic techniques play an istics, including soot volume fraction by laser extinc-

important role in our understanding of soot formation,  tion [1] and soot morphology (primary particle diam-
eter and aggregate size), by laser scattering [1] and

thermophoretic sampling/transmission electron mi-

* Corresponding author. croscopy analysis (TS/TEM) [2], they suffer various
E-mail addressfengshan.liu@nrc-cnrc.gc.ca (F. Liu). limitations compared to the more recently developed

0010-2180/$ — see front matter Crown Copyrigh2003 Published by Elsevier Inc. on behalf of The Combustion Institute. All
rights reserved.
doi:10.1016/j.combustflame.2003.09.013


http://www.elsevier.com/locate/jnlabr/cnf

D.R. Snelling et al. / Combustion and Flame 136 (2004) 180-190

laser-induced incandescence (LIl) technique [3-9].
LIl has been proven to be a useful diagnostic tool
for spatially and temporally resolved measurement of
soot volume fraction and primary particle size in a
wide range of applications.

A practical method to measure the surface tem-
perature of particles (soot, coal, and carbon) is opti-
cal pyrometry, based on the particle thermal emission
intensities detected at two or more wavelengths [10—
13]. When the temperature of soot particles in the
measurement volume is nonuniform, the measured
temperature is aeffective temperaturand is close
to the peak value within the probe volume [14] or
within the soot layer surrounding the parent fuel par-
ticle [13]. Various optical pyrometers have also been
used to monitor the soot particle temperature dur-
ing LIl. Eckbreth [15] measured the laser-irradiated
soot particle surface temperatures using the LIl sig-
nals detected at two different wavelengths. Snelling
et al. [16] employed a three-wavelength pyrometer to

measure the laser-heated soot particle surface temper-
atures in a diesel engine exhaust. The primary soot

particle diameter was also inferred from the measured
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In this study, the three-wavelength optical pyrom-
eter employed previously by Snelling et al. [16] was
used to experimentally measure the laser-heated soot
particle temperatures in a coflow ethylene diffusion
flame. Numerical calculations were also conducted to
simulate the LIl experiment using an improved LII
model. The objectives of the present study were (i)
to improve the current LIl model by taking into ac-
count the shielding effect of heat conduction between
aggregated soot particles and the surrounding gas and
(ii) to develop a novel method of independently deriv-
ing the values of soot absorption functiéim) at the
laser wavelength and the thermal accommodation co-
efficienta by utilizing the experimental peak particle
temperature and the temporal decay rate.

2. Experimental methods

2.1. Experimental setup

The LIl experimental setup has been described in
our previous study [16]. A pulsed Nd:YAG laser, op-

temperature decay rate using an assumed value of theerating with 60 mJpulse at 20 Hz and 1064 nm,

soot thermal accommodation coefficient.
A theoretical model describing the nanoscale heat

was used as the excitation source. A half-wave plate
(to rotate the plane of polarization) in combination

and mass transfer processes of LIl has been developedwith a thin film polarizer (angle-tuned to transmit
and improved over the past 2 decades [9,15,17—-20]. horizontally polarized radiation) was used to control
However, significant uncertainty may still exist in  the laser energy per pulse. The beam was then fo-
the numerical results under conditions of significant cused with a cylindrical lens to form a sheet through
soot evaporation primarily due to the lack of reliable the probe volume. The beam intensity profiles in
physical parameters in the soot evaporation submodel, the probe volume were measured with a Coherent
such as the vapor pressure and the heat of vaporiza- BeamView system. The LII signal from the center
tion [21]. To avoid the uncertainty in the evaporation of the laser sheet was imaged onto three photomulti-
submodel, the present study focused on low laser flu- pliers equipped with narrow-band interference filters
ence, so that the maximum soot particle temperature centered at 397 nm (36 nm FWHM), 501 nm (18 nm
remains below 3500 K, ensuring negligible soot evap- FWHM), and 782 nm (19 nm FWHM), respectively.
oration. Uncertainties also exist in the laser energy Transient signals from the photomultipliers were dig-
absorption and heat conduction submodels in which itized and transferred to a computer for further analy-

the refractive index 14)-dependent soot absorption
function E(m) and the thermal accommodation co-
efficiento are required to calculate the rate of laser

sis. Multipulse averages were acquired with 400 sam-
ples per average.
The burner for generating the laminar coflow eth-

energy absorption by soot particles and heat transfer ylene diffusion flame at atmospheric pressure used in

rate between soot particles and the surrounding gas,

respectively. Significant uncertainties exist in the val-
ues of the absorption functioff (m) of soot in the
visible and near infrared, varying from about 0.2 up
to about 0.4 [22]. The thermal accommodation coef-
ficient of soot is subject to even greater uncertainty
in the literature of LIl modeling, from a low value of
0.26 [9] to a high value of 0.9 [18]. An accurate ther-
mal accommodation coefficient for soot/surrounding
gas is essential in the determination of the primary
soot particle diameter since the calculated primary

the present study has been previously described in de-
tail in Refs. [23,24]. Briefly, the burner consists of a
central fuel tube with a 10.9-mm inner diameter sur-
rounded by an annular air nozzle of 100-mm inner
diameter. The ethylene flow rate was 3.23%¢mand
the air flow rate was 4733 c¥yis, resulting in a visible
flame height of about 64 mm. The present LIl experi-
ments were carried out at a location 42 mm above the
burner exit, on the burner centerline.

Soot morphology at the location of LIl measure-
ment in the laminar ethylene diffusion flame was

particle diameter based on the temperature decay rate determined in the present study using the technique

is proportional to the accommodation coefficient [16].

of TS/TEM, similar to that employed previously by
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Fig. 1. A typical TEM photograph of soot sampled at the location of LIl measurement.

Koylu et al. [25]. A typical TEM photograph of soot ~ form a solid body structure. Consequently, the attenu-
sampled at 42 mm above the burner exit on the flame ation of LIl signal by soot absorption in the detection

centerline is shown in Fig. 1. Our own unpublished path across half of the flame is expected to be small.
results based on TS/TEM analyses indicated that the Nevertheless, attenuation was accounted for in the ex-
mean primary soot particle diametgy and the mean periment by measuring the laser intensity attenuation
aggregate size (mean number of primary soot parti- at the detection wavelengths across the flame at this
cles per aggregateyp, at the location of LIl measure- height. Our experimental measurement showed that

ment are respectively 29 nm and 42. the intensity attenuation across half of the flame at
42 mm above the burner exit is less than 5% at all
2.2. Optical pyrometry three detection wavelengths. Under the conditions of

the present study, the exponential term in Eq. (1) is

Assuming the fluence distribution across the laser much greater than 1, therefore, Eqg. (1) can also be
beam profile is uniform, all the particles in the laser written as

volume are heated to the same temperature. The in- ;. 1 (E(m,-)

candescence signal detected by the system at a wave- 5~ =
1

5 ) + const 2
length; can be written as lin;

Equation (2) implies that the quantity{li(m;) /1; 2]
detected at two or more different wavelengths should

21¢?h he “172d3E(m;)
el

ex
P )»,'KT

kis Aj be linear with ¥4;. The particle temperaturg can
(1) then be calculated from the slope of this straight line.
where C is a wavelength-independent factor of the In practice, however, due to typical nonuniform laser
system and the measurement location. Symbols beam profiles or nonuniform primary particle sizes,
andx represent respectively the Planck constant, the the soot particles in the laser volume are not uniform
speed of light, and the Boltzmann constaiim) is a in temperature. The optical pyrometer derivese&n
function of the refractive index [20], which is wave- fective soot particle temperatyrevhich is close to
length dependent, hereafter referred to as the absorp- the highest particle temperature in the laser volume,
tion function of soot. Quantitylp represents the pri-  as the signal is substantially greater for the highest

mary particle diameter. Subscripts the wavelength temperatures. It is also important to point out that
index. At 42 mm above the burner exit in the flame the experimentally determined soot particle temper-
investigated, the annular structure of soot merges to ature based on Eq. (2) depends on hBn) varies
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with wavelength. To illustrate the effect &(m) ~ A

on the experimentally determined soot temperature,
Eq. (2) is rewritten in the following form, for a two-
color optical pyrometer,

T — E /A1 —1/A2
K IN[E(my)/E(mp)] +In(122.5/1129)

®)

Equation (3) shows that the experimentally deter-
mined soot temperature is independentKxn) if
E(m) is assumed to be constant at the detection wave-
lengths in the visible and near infrared as suggested in
a recent experiment study by Snelling et al. [26]. Un-
der this assumption, a prior knowledge of the value
of E(m) is not required to determine the soot parti-
cle temperature using Eq. (2) or Eq. (3). On the other
hand, itis also feasible to assume tldin) increases
linearly with wavelength in the visible and near in-
frared based on the experimental studies of Krishnan
et al. [22] and Snelling et al. [26]. In the visible and
near infrared (between 400 and 1064 nm), the exper-
imental data forE (m) of Krishnan et al. [22] can be

fit to a linear expressionk (m) = 0.232+ 1.2546 x
10~% x A, where is in nanometers. It is worth point-
ing out that both possibilities were within the exper-
imental error in the study of Snelling et al. [26]. In
this case the experimentally determined soot temper-
ature is weakly dependent on the valueskgin) at

the detection wavelengths, since it is the relative val-
ues of E(m) at the two detection wavelengths, rather
than the absolute values, that are required. As a result,
a good knowledge of the absolute valueskiin) at

the detection wavelengths is not a prerequisite for the
determination of soot particle temperature using the
optical pyrometer. Both the constaft(m) sugges-
tion of Snelling et al. [26] and the linedt (m) ~ A
relation of Krishnan et al. [22] are employed to derive
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distribution on the cooling rate of soot aggregates in
the LIl measurement volume is beyond the scope of
this study. A simplified treatment is to consider only
the mean aggregate size (the mean number of primary
particles per aggregate) as a first approximation. Con-
sidering the energy balance for soot, it is more realis-
tic to base it upon an aggregate, compared to LIl mod-
els for a single primary particle that have frequently
been used in the literature [8,9,20]. Based on results
from RDG-PFA theory [28], the laser heating term for
primary particles is not affected by aggregation. The
LIl model described in Ref. [20] was modified to ac-
count for the fractal structure of soot aggregates in
the calculation of heat conduction rate between a soot
aggregate and the surrounding gas. In the absence of
soot evaporation the energy conservation equation of
a soot aggregate can be written as

2ka(T — Tg)7w D2
oot N = S o)

1 dT
— —rrdSNp,oscs— =0. 4)

6 dt
In Eq. (4),Ca=72d3 E(m) /A is the absorption cross
section of a primary soot particle in the Rayleigh
limit [20], which is proportional toE (m). Thus, it is
E (m), and not the refractive index, which must be
known to model laser heating of the soot particles.
Fp is the laser fluence in mithm?. Functiong (¢) is
the pulsed laser temporal power density pey/mrll:h2
laser fluence. SymbolSp, AmFp, ka, and Ty respec-
tively stand for the mean aggregate size (mean num-
ber of primary particles per aggregate), the mean free
path of the surrounding gas, the heat conduction co-
efficient of the surrounding gas, and the local gas
temperature. Variabl& is the geometry-dependent

the experimental soot temperatures and the results arefactor [18] and is related to the Eucken factof29],

compared.

3. Theory
3.1. Low-fluence LIl model

It is well known that soot particles in flames form
fractal-like structures (aggregates) with some bridg-
ing between the primary particles [2,27,28]. However,
it is a reasonable approximation to model soot ag-

the thermal accommodation coefficientand the ra-

tio of specific heats of the surrounding gas through

G =8f/a(y +1). The mean free pathygp is cal-
culated using the expression given in [30] with air
properties assumed for the specific heat at constant
volume, the ratio of the specific heatsand the mean
molecular weight of the surrounding gas. The diam-
eter D, is the diameter of an equivalent single solid
sphere that has the same energy transfer surface area
as the aggregate. The effective heat transfer cross sec-
tion of the equivalent sphere is taken to be the pro-

gregates as monodisperse spherical primary particles jected area of an aggregate, i.e],)§/4 = Aa. This

that are just in point contact [28]. Although the size
of primary soot particles at a given location in lam-
inar diffusion flames has a very narrow distribution,
the number of primary soot particles per aggregate
has a much wider distribution [28]. A detailed con-
sideration of the additional effect of aggregate size

assumption seems appropriate in the free-molecular
regime in which there are no intermolecular collisions

over a length scale corresponding to the typical aggre-
gate. Using a fractal description, the projected area of
an aggregate is related to the number of primary parti-
cles in the aggregate and the primary particle diameter
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in the following equation [31]
_p>l/ 1

Aa= ( =) 5)

where f3 andeg are pre factor and exponent, respec-
tively. Using numerically generated aggregates, Brasil
et al. [31] found thatz = 1.08 andfa = 1.10. On the
other hand, Kdyll et al. [32] found thag = 1.10 and
fa=1.16 from numerical simulation aneh = 1.09
and f3 = 1.15 from measurements of soot inidy,
CyHy, CoHg, and GHg flames under both laminar
and turbulent conditions. Using Eq. ()4 is related

to dp and Np through

1/2¢4
Da= <ﬂ> do. ®)
fa

This assumption is supported by the work of Filip-
pov et al. [33], who calculated a scaling law for the
effective cooling rate diameter in the free-molecular
regime using calculated heat transfer rates for indi-
vidual numerically generated aggregates. Using the
scaling law of Filippov et al. [33] for complete ac-
commodation ¢ = 1), the effective diameteDj is
calculated asDa = dp(Np/kn)Y/Ph with scaling ex-
ponentDy = 2.2 and scaling pre factdf, = 1.2 in the
free-molecular regime. At this point it is worth point-
ing out that the numerical results of Filippov et al.
shown in Ref. [33, Fig. 11] for the ratio of heat trans-

N 2

rrdp,

fer rates between aggregated and nonaggregated par-

ticles in the free-molecular regime are questionable,
since there is no physical ground for the dependence
of this ratio on the thermal accommodation coeffi-
cienta. A detailed discussion of this topic is beyond
the scope of the present study and will be presented in
a future study. To illustrate the difference in the cool-

ing area between the aggregate models and the single

primary particle model, the ratio of the cooling areas
( DZ/Npmd3) is plotted in Fig. 2 as a function of the
aggregate size. As expected, the cooling area of an ag-
gregate is less than the total surface area of primary
particles within it due to the shielding effect [34]. For
typical mean aggregate sizes of 42 found at the loca-
tion of the present LIl measurement and 100 found
near the midheight on the centerline of a coflow lami-
nar diffusion flame [25], the aggregate cooling area is
about 68 to 56% of the total surface area of individual
primary particles based on Eq. (6) with the parameters
of Brasil et al. [31] and the scaling law of Filippov et
al. [33] given above. Moreover, the aggregate cooling
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given in Eqg. (5) and (2) using the scaling law of Filippov et
al. [33].
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Fig. 3. Temporal and spatial distributions of the pulsed laser
used in the experiment and calculations.

the laser beam. For a nonuniform laser fluence profile,
which is almost always the case in practice, proper
treatment is necessary to account for the different
contributions from different parts of the laser beam,

where particles are heated to different temperatures,
to the total emission. Once the soot particle temper-
atures for a range of laser fluences are obtained by
solving Eq. (4), the LIl signals detected at differ-

ent wavelengths in the visible and near infrared can

area becomes less dependent on the aggregate size fob€ simulated by integrating the thermal emission in-

Np greater than about 50.
3.2. Theoretical effective particle temperature

It should be pointed out that the solution of Eq. (4)
corresponds to a uniform laser fluence profile across

tensity of soot particles across the measured profile
of the laser beam. The temporal and spatial distrib-
utions of the laser beam corresponding respectively
to 1 mymm? and 1 mJ for the laser used in the
present experimental and numerical study are shown
in Fig. 3.
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The spatial distribution of the laser fluence is cal-
culated by averaging the fluence over the cross section
of the laser sheet imaged by the detectors. Assum-
ing soot particles are uniformly distributed inside the
probe volume and the probe volume is small enough
to ensure the optically thin assumption is valid, the
total thermal emission intensity (TEI) at a wavelength
A; can be calculated by dividing the laser beam profile
into K uniform segments,

K 2 -1
TEl,»:AZNZ’T;Sh )—1]

[exp(
k=1 i
243
w4dSE (m;
« #Ax, )
i

hc
Ak Ty

whereA is the cross section area of the laser volume
and N is the number of primary soot particles inside
each segment of width x; the soot particle tempera-
ture insidekth segmenf}, corresponds to the solution
of Eq. (4) obtained at a laser fluence BfF (x;)
with Eg being the laser pulse energy in millijoules.
A series of solutions at different laser energies was
first obtained, then the soot particle temperature at
thekth segment was calculated by linear interpolation
between the solutions of its two neighboring laser flu-
ences in the numerical calculations.

The theoretical effective particle temperatdegs
defined such that it satisfies the expression

TEl;  E(my) A5 explhc/kioTe) — 1
TEl 38 E(mp) explhc/kiiTe) =1’

®)

which is effectively the principle of the two-wavelength

optical pyrometer. Substitution of Eq. (7) into Eq. (8)

and using the approximation e /kAT) > 1 leads
Y exp(—,df’ﬁ)

to

1 1

(_ - _) =

2 )l YR exp-
Unlike the experimentally derived particle effective
temperature given in Eq. (2) or Eq. (3), the theoret-
ical effective particle temperature, Eq. (9), is inde-
pendent of the absorption functidf(m) regardless
of the functional dependence @(m) on A. It can
also be observed from Eg. (9) that the effective par-
ticle temperature derived from the ratio of thermal
emission intensities at two wavelengthsand in
general depends on the values of the two wavelengths
for a nonuniform laser fluence profile. The effective
particle temperature is independent of wavelength if
the soot particles in the laser volume are uniform in
temperature, i.e., for a uniform laser fluence profile.
Eqg. (9) also implies that the effective particle tem-
perature approximates the highest soot particle tem-
perature in the laser volume as the summation of the

hc
Te= —

©)

K

he )
kA2 Ty
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exponential function is dominated by terms with high-
est temperatures.

3.3. Effects ofip and Np on theoretical soot particle
temperature

It is of importance to investigate theoretically the
effects ofdp and Np on the calculated soot parti-
cle temperature using the LIl model described above,
since the measuredh and Np are subject to certain
errors. Such theoretical analysis provides insights into
how the uncertainty iap and Np affects the accuracy
of the derived values of (m) anda. The effects of
dp and Np on the peak soot temperature are first ana-
lyzed. It is anticipated that the peak soot temperature
occurs at a timemax near the end of the laser pulse
when the heat loss rate starts to dominate the laser en-
ergy absorption rate. For< tmay, the heat loss rate
is negligible compared to other terms in Eq. (4). Then
substitution ofC4 into Eq. (4) leads to

dT _ 67 E(m) Foq(1)

dt ApsCs (10)
Integration of Eq. (10) over O tanax leads to
Tmax
Tmax~ Tg + b Em) Fo / q(t)dr. (11)
APsCs 5

Equation (11) indicates that the peak soot tempera-
ture is nearly independent @ and Np, but strongly
dependent on soot propertiédm), ps, andcs and

the laser properties, Fp, andg(¢). Therefore knowl-
edge ofdp and Np, to a large extent, is not required
to calculate the peak soot temperature. A quantitative
effect of the heat loss term on the calculated peak soot
temperature will be given later in the presentation of
numerical results.

The effects ofdp and Np on the temporal decay
rate of soot temperature can be analyzed as follows.
After the laser pulse, the soot temperature decay rate
is entirely controlled by the heat loss rate of soot ag-
gregates to the surrounding rate. Equation (4) can then
be written as, after substitution é&f; andG and mak-
ing use of the fact thaGAppp is much greater than
Da under the conditions of this study,

(ﬂ)l/Sa
fa '

12)
Equation (12) shows that the temporal decay rate of
soot temperature is inversely proportional to the pri-
mary soot particle sizép and proportional taVp to
the power of(1/ea — 1). Sinceey is typically about
1.1, the temporal decay rate of soot temperature is
very weakly dependent on the aggregate aigei.e.,
some uncertainty inlVp has negligible effect on the

din(T —Ty)
dt -

| By +1)
2 f AMFPpscsdpNp
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temporal decay rate of soot temperature. However,
uncertainty indp has significant effect on the temporal
decay rate. Once the temporal decay rate, left side of
Eqg. (12), is determined experimentally, Eq. (12) can
be used for different purposes. For example, it can
be used to derive the primary soot particle sigef
other quantities, in particulaNp and«, are consid-
eredknown In this study, Eq. (12) was employed to
derive the value ok since all other quantities, includ-
ing dp and Np, are known.

4. Resultsand discussion

The primary soot particle size and the mean ag-
gregate size at the location of measurement (42 mm
above the burner exit surface and on the centerline)
were required as input parameters to the LIl model
to calculate the temperature history of the primary
soot particles. They were also required to derive the
values of E(m) and « theoretically from Egs. (11)
and (12) in the case in which the peak soot temper-
ature and temporal decay rate were determined exper-
imentally. As mentioned earlier, these quantities were
found from our TS/TEM analyses to lag =29 nm
and Np = 42. Nevertheless, numerical calculations
were conducted to investigate the effects of the uncer-
tainty indp andNp on the calculated soot temperature
as well as the derived values Bfm) anda based on
the experimental peak soot temperature and the tem-
poral decay rate. The gas temperature at the location
of measuremenfy was found to be about 1700 K
from our CARS measurements [24]. The heat con-
duction coefficient of the gas mixture at the location
of LIl measurement was obtained from detailed nu-
merical modeling [35] withkg = 0.11 JymsK. The
soot density and specific heat used in the present cal-
culations areps = 1.9 g/cm3 andcs = 2100 Jkg K.

The mean free pathypp was found to be 603 nm.
The specific heat ratip of the surrounding gas (ap-
proximated as that of air) and the Eucken facfoat
1700 K were found to be 1.291 and 1.656, respec-
tively. These thermal input parameters used in the
calculations are summarized in Table 1.

Solutions to Eq. (4) were obtained for a range
of fluences between 0 and 2.9 min? at an in-
crement of 0.1 m,(lnm2 and for different values of
dp, Np, E(m), and«. The theoretical effective par-
ticle temperatures were then calculated using wave-
lengths of 400 and 800 nm in Eq. (9). The degree
of agreement between the numerical soot temperature
history, characterized by the peak temperature and the
temporal decay rate, based on value€¢f:) ando
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Table 1
Thermal parameters at 42 mm above the burner exit on the
flame centerline

Thermal parameter Value
Gas temperaturéy 1700 K
Heat conduction coefficierity 0.11 JmsK
Soot densityps 1.9 g/em®
Specific heat of soats 2100 Jkg K
Mean free pathgp 603 nm
Specific heat ratigr 1.291
Eucken factorf 1.656

to derive the values of (m) and« using Egs. (11)
and (12).

4.1. Sensitivity of calculated particle temperature to
E(m), o, dp, ande

As mentioned earlier significant uncertainties exist
in the values ofE(m) and«. In this study, the val-
ues of E(m) and « were determined independently
by matching the theoretical effective particle temper-
atures (peak value and temporal decay rate) to those
derived experimentally. To understand how this task
can be accomplished, it is important to appreciate the
different roles of E(m) and « in the calculation of
the theoretical effective particle temperatures. Unless
otherwise indicated, a uniform laser profile with a
fluence of 0.9 mmm?, dp = 29 nm, Np = 42, and
the values of pre factor and exponent in Eg. (5) from
Brasil et al. [31] were used in the following sensitiv-
ity analysis to investigate the effects Bim), «, dp,
and Np on the calculated peak particle temperature
and temporal decay rate.

Temperature histories calculated for different val-
ues of E(m) (at 1064 nm) are displayed in Fig. 4
while keepinge = 0.26. To demonstrate the sensitiv-
ity of the calculated particle temperature history to the
aggregate cooling area, results based on the pre fac-
tor and exponent of Kdylu et al. [32] in Eq. (5), the
lower curve in Fig. 1 withfa = 1.16 andeg = 1.1,
are also shown in Fig. 4. The smallest valueFafn)
considered, 0.296, is the most commonly used one
according to Dalzell and Sarofim [36]. The value of
0.366 is from a recent experimental study by Krishnan
et al. [22]. The largest value considered, 0.42, demon-
strates the effect of a 15% increase over the value of
Krishnan et al. [22]. It can be seen that the predicted
peak particle temperature is very sensitive to the value
of E(m) (Fig. 4a), in agreement with the theoretical
analysis that the temperature riggzax — Ty, is pro-
portional toE (m) (Eq. (11)). Use of different values
of fa andeg in the aggregate projected area expres-

found in the literature and experimentally provides a sion only slightly affects the temporal decay rate and
direct test of the accuracy of these values. Likewise, has negligible effect on the peak temperature, consis-
the experimental soot temperature history can be used tent with the theoretical results shown in Egs. (11) and
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Fig. 4. Effects ofE(m) and the pre factor and exponent in
Eqg. (5) on the soot particle temperature and its decay rate
calculated by the LIl model at a uniform laser profile with
a fluence of 0.9 mdnm? and« = 0.26. Unless otherwise
indicated,dp = 29 nm,Np = 42, and the pre factor and ex-
ponent in Eq. (5) from Brasil et al. [31] are used. When the
pre factor and exponent in Eq. (5) from Koylu et al. [32] are
used,fa=1.16 andag = 1.1.

(12). Under the conditions of Fig. 4, the slope of tem-
poral decay rate based gy = 1.16 andeg = 1.1 of
Koylu et al. [32] differs from that based on values of
Brasil et al. [31] by about 10%.

Figure 5 shows the calculated soot temperatures
for different values ofx while keeping other input pa-
rameters constant. The rangeco$elected covers the
smallest value of 0.26 [9] and the largest one, 0.9 [18],
found in the literature as well as an intermediate value
of 0.6. The predicted peak soot particle temperature is
only slightly affected by the value of, the peak soot
temperature decreases by only about 28 K when the
value of« varies from 0.26 to 0.9 (Fig. 5a). However,
the slope of the I(T" — Ty) curve (Fig. 5b) is very sen-
sitive to the value of since it is proportional ta as
indicated by the theoretical analysis given in Eq. (12).

To demonstrate the effect of uncertaintydg on
the calculated soot particle temperature history, nu-
merical calculations were conducted for five different
values ofdp: the measured mean diameter of 29 nm;
the measured value with 10% error, 31.9 and 26.4 nm;
and the measured value with 20% error, 34.8 and
24.2 nm. These results are compared in Fig. 6 for
E(m) =0.366 ande = 0.26. The peak particle tem-
perature reduces by only about 5 K whép varies

187
3150
o E(m) = 0.366 (@)
2 @=0.26
“5 3100 ——— a =0.26, Koylu
8_ —o— a=06
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£

400
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Fig. 5. Effects of the thermal accommodation coefficient on
the calculated peak soot temperature and temporal decay rate
at a uniform laser profile with a fluence of 0.9

andE (m) = 0.366. Unless otherwise indicata¢) = 29 nm,

Np =42, and the pre factor and exponent in Eq. (5) from
Brasil et al. [31] are used. When the pre factor and exponent
in Eqg. (5) from Koylu et al. [32] are usedfa = 1.16 and

g = 1.1.

from the maximum value, 34.8 nm, to the minimum
value, 24.2 nm, considered (Fig. 6a). Thus even 20%
uncertainty indp has a negligible effect on the cal-
culated peak particle temperature, which is expected
based on the theoretical analysis given in Eq. (11)
that the soot particle temperature history before the
peak value is nearly independent of the primary par-
ticle sizedp, since both the laser energy absorption
and the particle internal energy change are volumet-
ric processes and the effectdy is therefore canceled
out. However, the uncertainty ifp affects the tempo-

ral decay rate of soot temperature (Fig. 6b), since the
temperature decay rate for larger particles is slower
due a smaller surface area-to-volume ratio. In fact,
the temporal decay rate of soot particle temperature,
dIn(T — Ty)/dt, is inversely proportional telp as
shown in Eq. (12).

The effect of uncertainty iVp on the calculated
soot particle temperature is shown in Fig. 7 for three
different values ofVp, 25, 50, and 100, while keeping
other parameters constant afign) = 0.366 andx =
0.26. Results shown in Fig. 7 demonstrate tNgthas
almost no effect on the peak temperature and has only
a slight effect on the slope of the temporal decay rate
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Fig. 6. Effects of the primary soot particle size on the cal-
culated peak soot particle temperature and temporal decay
rate at a uniform laser profile with a fluence of 0.9/mdn?,

a =0.26, E(m) = 0.366, Np = 42, and the pre factor and
exponent in Eq. (5) from Brasil et al. [31].
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Fig. 7. Effects of the mean aggregate size on the calcu-
lated peak soot particle temperature and temporal decay rate
at a uniform laser profile with a fluence of 0.9 mam?,

a = 0.26, E(m) = 0.366, dp = 29 nm, and the pre factor
and exponent in Eq. (5) from Brasil et al. [31].
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of soot particle temperature, only about 5% difference
from that of Ny = 50 for both~p = 25 andVp = 100.

In summary, the numerical results indicate that
E(m) affects the peak soot temperature only and
affects the temporal decay rate only. These results
are consistent with the theoretical analysis given in
Egs. (11) and (12).

4.2. Determination of (m) anda using the
experimental particle temperature

The experimental soot particle effective tempera-
ture was derived using Eq. (2) together with two dif-
ferent assumptions for the wavelength dependence of
E(m): (i) E (m) varies linearly with wavelength based
on the experimental results of Krishnan et al. [22]
and (ii) E(m) is independent of wavelength as sug-
gested by Snelling et al. [26]. The experimentally
derived soot temperature history at a laser pulse en-
ergy of 2 mJ and assuming linear relation between
E(m) and A is compared with numerically calcu-
lated ones in Fig. 8. Under these conditions, the de-
rived values ofE (m) at 1064 nm and are 0.42 and
0.37, respectively, based on the experimental peak
temperature and temporal decay rate using Egs. (11)
and (12). Numerical results were obtained using three
pairs of E (m) andw: the derived values; (m) = 0.42
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Fig. 8. Comparison of the experimental and numerical effec-

tive soot particle temperatures at the laser pulse energy of
2 mJ. The experimental soot particle temperature was deter-
mined assuming a linear variation B{m) with wavelength.

The numerical particle temperatures are calculated for differ-

ent values of£ (m) anda, dp = 29 nm, Np = 42, and using

the pre factor and exponent of Brasil et al. [31].
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anda = 0.37, and two pairs from literature; (m) =
0.366,a = 0.26 andE (m) = 0.366,« = 0.9. The de-
rived E (m) is about 15% higher than that suggested
by Krishnan et al. [22] at 1064 nm. The numerical
soot temperature history based on the deriggeh)
ande is indeed in very good agreement with the ex-
perimental one for both the peak temperature (Fig. 8a)
and the temporal decay rate (Fig. 8b), as expected. On
the other hand, the numerical soot temperature his-
tories based o (m) and « from the literature are

in significant discrepancy with the experimental one,
indicating that the typical values @& (m) anda com-
monly used in the LIl community are in substantial
error.

The experimentally derived soot temperature his-
tory at a laser pulse energy of 2 mJ and assuming
constantE(m) in the visible and near infrared is
compared with numerically calculated ones in Fig. 9.
When constank (m) is assumed, the experimentally
derived peak temperature is about 80 K lower than
that based on a lineak (m) ~ A relation shown in
Fig. 8. As a resultE (m) at 1064 nm calculated us-
ing Eq. (11) and the experimental peak temperature
shown in Fig. 9a is about 0.395, which is still about
8% higher than that obtained by Krishnan et al. [22].
Based on our TS/TEM-determined mean particle di-
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Fig. 9. Comparison of the experimental and numerical ef-
fective soot particle temperatures at the laser pulse energy
of 2 mJ. The experimental soot particle temperature was
determined assuming a wavelength-independgmt). The
numerical particle temperatures are calculated for different
values ofdp anda, Np =42, E(m) = 0.395, and using the
pre factor and exponent of Brasil et al. [31].
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ameterdp = 29 nm, the accommodation coefficient
calculated using Eq. (12) along with the experimental
decay rate shown in Fig. 9b is also 0.37, which is also
expected.

For aknownsoot temperature temporal decay rate,
such as obtained experimentally using the three-color
optical pyrometer here, Eq. (12) indicates that the de-
rived value ofa is proportional to the primary soot
particle sizedp. Therefore, if a 10% error is assumed
for the determined value of 29 nm fap, the derived
« would depart from 0.37 also by 10%, in the same
direction in order to keepx/dp constant based on
Eq. (12). The results based on a 10% perturbation for
bothdp anda are also shown in Fig. 9. These results
are almost identical to those baseddyr= 29 nm and
a = 0.37, consistent with the theoretical result given
in Eq. (12).

5. Conclusions

A combined numerical and experimental study of
laser-heated soot particle temperatures was conducted
in a coflow laminar ethylene diffusion flame. The the-
oretical LIl model was improved by taking into ac-
count the fractal structure of soot aggregates in the
heat conduction submodel. Relatively small uncer-
tainty exists in the experimentally derived particle
temperatures due to the uncertainty in the functional
dependence of (m) on wavelength. Both theoreti-
cal analysis and numerical results indicate that the
peak soot particle temperature near the end of the
laser pulse is nearly independent of the primary soot
particle size and the aggregate size, which forms the
basis to derive the value &f(m) at the laser operation
wavelength by making use of the experimentally de-
termined peak soot temperature. Theoretical analysis
and numerical results show that the temporal decay
rate of soot particle temperature is influenced primar-
ily by the thermal accommodation coefficient and the
primary soot particle diameter and secondarily by the
aggregate cooling area model and the mean aggregate
size.

Using the combined theoretical and experimen-
tal approach, the soot absorption functiBim) and
the accommaodation coefficiemtfor soot/surrounding
gases were derived based on experimentally deter-
mined peak soot temperature and temporal tempera-
ture decay rate. The uncertainty in the derived value
of E(m) is due to the uncertainty in the functional de-
pendence oft (m) on wavelength, which is required
to determine the experimental soot particle tempera-
ture. The errors in the measured values of the mean
primary soot particle size at the location of LIl mea-
surement in the laminar ethylene coflow diffusion
flame have negligible effects on the value of the de-
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rived E(m). The error in the measured value of the

primary soot particle size passes directly to the de-
rived thermal accommodation coefficient. Consider-
ing uncertainties in the mean aggregate size, the pri-
mary soot particle diameter, and aggregate cooling

area submodel, the uncertainty associated with the de-

rived value of the thermal accommodation coefficient
is likely to be within 15%. Assuming wavelength in-
dependence oF (m) and linear variation ofE (m)
with wavelength, the derived values of the soot ab-
sorption function at 1064 nm are respectively 0.395
and 0.42. The thermal accommodation coefficient of
soot/surrounding gases was found to be 0.37.

This study explored a new methodology of deriv-
ing the values of the soot absorption function and the
thermal accommodation coefficient using low-fluence

laser-induced incandescence. The novel method pre-
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