Effects of primary soot particle size distribution on the temperature of soot particles heated by a nanosecond pulsed laser in an atmospheric laminar diffusion flame
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Abstract

Temperature histories of nanosecond pulsed laser heated soot particles of different primary particle size distributions were calculated using a single primary particle based heat and mass transfer model under conditions of a typical atmospheric laminar diffusion flame. The critical peak soot particle temperatures beyond which soot particle sublimation cannot be neglected were identified to be about 3300–3400 K. Knowledge of this critical soot particle temperature is required to conduct low-fluence laser-induced incandescence experiments in which soot sublimation is avoided. After the laser pulse, the temperature of smaller primary soot particles decreases faster than that of larger ones as a result of larger surface area-to-volume ratio. Unlike the common belief that the peak soot particle temperature is independent of the primary particle diameter, the numerical results indicate that this assumption is valid only when soot sublimation is negligible and for primary soot particle diameters greater than about 20 nm. The effective temperature of a soot particle ensemble having different primary particle diameters in the laser probe volume was calculated based on the ratio of the total thermal radiation intensities of soot particles at 400 and 780 nm to simulate the experimentally measured soot particle temperature using two-color optical pyrometry. In the non-sublimation regime, the initial effective temperature decay rate after the peak soot temperature is related to the Sauter mean diameter of the primary soot particle diameter distribution. At longer times, the effective temperatures of soot particle ensembles start to display different decay rates for different soot primary particle diameter distributions. A simple approach was proposed in this study to infer the two parameters of lognormal distributed primary soot particle diameter. Application of this approach was demonstrated in an atmospheric laminar ethylene diffusion flame with the inferred primary soot particle diameter distribution compared with independent ex situ measurement.
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1. Introduction

Optical diagnostic techniques play an important role in our understanding of soot formation, growth, aggregation, and oxidation in flames and in characterizing the morphology of nanoparticles such as soot, diesel particulate matter, and carbon black. Compared to the more conventional techniques for soot characterization including soot volume fraction by laser extinction [1] and soot morphology (primary particle diameter and aggregate size distribution) by laser scattering [2] and thermophoretic sampling/transmission electron microscopy analysis (TS/TEM) [3], the more recently developed laser-induced incandescence (LII) techniques [4–8] offer the advantages of spatially and temporally resolved measurement. LII has been proven to be a
and Duley in 1974 [9]. They used a microsecond pulsed incandescence signals was perhaps first outlined by Weeks LII signals. The idea of particle sizing from laser-induced incandescence signal using the heat transfer process of LII formulated by Melton [10] and obtained reasonable results. Since the work of Will et al. [11], rapid progress has been made in the last decade to explore various ways to use the time-resolved LII technique as an ultrafine particle sizing tool to infer the information of primary particle size (mean diameter and/or the distribution) [8,13–24]. In all these studies the numerical LII model plays an essential role in inferring the mean primary particle size and the primary soot particle size distribution from the experimental time-resolved LII measurements.

Beside the soot volume fraction, it is also feasible to infer the mean primary particle size and/or the primary soot particle size distribution from the time-resolved LII signals. The idea of particle sizing from laser-induced incandescence signals was perhaps first outlined by Weeks and Duley in 1974 [9]. They used a microsecond pulsed TEA (transverse excited atmospheric) CO2 laser (at 10.6 μm) to excite submicron powders of carbon black and alumina. They showed both theoretically and experimentally that the peak particle temperature (also the peak incandescence signal) occurs at a time that is larger with increasing particle size. A decade later, the potential and some strategies of using LII as a soot sizing diagnostic were discussed by Melton [10]. Little or perhaps no work on the application of LII to infer soot particle size distribution was conducted between the mid-80s and the mid-90s. The first quantitative application of LII as a diagnostic for soot particle sizing was made by Will et al. [11]. Their numerically calculated time-resolved LII signal using the heat and mass transfer model of LII formulated by Melton [10] and Tait and Greenhalgh [12] indicate that signal of small particles decays faster than that of larger particles, which is fundamentally attributed to the fact that smaller particles have a larger surface area-to-volume ratio than larger ones. They showed that the ratio of the LII signals at two different times after the laser pulse can be unambiguously related to the soot primary particle diameter and was found to be weakly dependent on the laser intensity. They demonstrated the method in the measurement of soot particle diameter in a laminar ethane–air diffusion flame and obtained reasonable results. Since the work of Will et al. [11], rapid progress has been made in the last decade to explore various ways to use the time-resolved LII technique as an ultrafine particle sizing tool to infer the information of primary particle size (mean diameter and/or the distribution) [8,13–24]. In all these studies the numerical LII model plays an essential role in inferring the mean primary particle size and the primary soot particle size distribution from the experimental time-resolved LII intensities and/or time-resolved soot particle temperature measured by two-color optical pyrometry. Therefore, the accuracy of the numerical LII model, in particular the heat conduction sub-model, has significant and direct impact on the accuracy of primary particle size determined from LII measurements.

Theoretical models describing the nanoscale heat and mass transfer processes of LII have been developed and improved over the last two decades [25,26, and references cited therein]. However, significant uncertainty may still exist in the numerical results under conditions of significant soot sublimation primarily due to the lack of reliable physical parameters in the soot sublimation sub-model such as the vapor pressure and the heat of vaporization [27]. To avoid the uncertainty in the sublimation sub-model in numerical study and to make the LII technique truly non-intrusive, our recent experimental and numerical studies...

### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>speed of light in vacuum, 2.9979 x 10^8 m/s</td>
</tr>
<tr>
<td>c_s</td>
<td>specific heat of soot, J/kg K</td>
</tr>
<tr>
<td>C_a</td>
<td>absorption cross section of soot particle, nm^2</td>
</tr>
<tr>
<td>d_{10}</td>
<td>arithmetic mean particle diameter, nm</td>
</tr>
<tr>
<td>d_{32}</td>
<td>Sauter mean particle diameter, nm</td>
</tr>
<tr>
<td>d_g</td>
<td>geometric mean diameter of lognormal distribution, nm</td>
</tr>
<tr>
<td>d_p</td>
<td>diameter of primary soot particle, nm</td>
</tr>
<tr>
<td>E(m)</td>
<td>refractive index function for absorption, =Im((m^2 - 1)/(m^2 + 2))</td>
</tr>
<tr>
<td>F_0</td>
<td>laser fluence, mL/mm^2</td>
</tr>
<tr>
<td>h</td>
<td>Planck constant, 6.6262 x 10^-34 J s</td>
</tr>
<tr>
<td>ΔH_v</td>
<td>heat of vaporization of soot, J/mole</td>
</tr>
<tr>
<td>k</td>
<td>imaginary part of the refractive index</td>
</tr>
<tr>
<td>k_B</td>
<td>Boltzmann constant, 1.3806 x 10^-23 J/K</td>
</tr>
<tr>
<td>m</td>
<td>refractive index of soot, =n + ik</td>
</tr>
<tr>
<td>m_g</td>
<td>mass of the surrounding gas molecule, g</td>
</tr>
<tr>
<td>M</td>
<td>mass of primary soot particle, g</td>
</tr>
<tr>
<td>M_c</td>
<td>molecular weight of soot vapor, g/mol</td>
</tr>
<tr>
<td>n</td>
<td>real part of the refractive index</td>
</tr>
<tr>
<td>N_A</td>
<td>Avogadro’s number, 6.022 x 10^23 molecules/mol</td>
</tr>
<tr>
<td>N_v</td>
<td>molecular flux of evaporated carbon, molecules/m^2 s</td>
</tr>
<tr>
<td>p_g</td>
<td>ambient gas pressure, Pa</td>
</tr>
<tr>
<td>q</td>
<td>laser intensity, W/mm^2</td>
</tr>
<tr>
<td>q_c</td>
<td>rate of conduction heat loss from soot particle to the surrounding gas, W</td>
</tr>
<tr>
<td>q_rad</td>
<td>heat loss term due to radiation, W</td>
</tr>
<tr>
<td>R</td>
<td>universal gas constant, 8.313 J/mol K</td>
</tr>
<tr>
<td>t</td>
<td>time, ns</td>
</tr>
<tr>
<td>T</td>
<td>temperature of a single soot particle, K</td>
</tr>
<tr>
<td>T_e</td>
<td>effective temperature of soot particle ensemble, K</td>
</tr>
<tr>
<td>T_g</td>
<td>gas temperature, K</td>
</tr>
</tbody>
</table>

### Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>thermal accommodation coefficient of soot</td>
</tr>
<tr>
<td>λ</td>
<td>wavelength, nm</td>
</tr>
<tr>
<td>γ(T_g)</td>
<td>specific heat ratio of air</td>
</tr>
<tr>
<td>γ*p</td>
<td>average specific heat ratio of air, Eq. (3)</td>
</tr>
<tr>
<td>ρ_s</td>
<td>density of soot, kg/m^3</td>
</tr>
<tr>
<td>σ_g</td>
<td>geometric standard deviation of lognormal distribution</td>
</tr>
</tbody>
</table>
[28,29] have focused on low-fluence LII, in which the maximum soot particle temperature remains below about 3500 K, ensuring negligible soot sublimation. Besides the uncertainty in the sublimation sub-model, which can be avoided by using a low-fluence laser beam, the accuracy of the mean primary soot particle diameter estimated using the experimental temperature decay rate [8] is severely limited by our knowledge of the soot particle thermal accommodation coefficient $\alpha$. The values for $\alpha$ of soot particles cited in the literature is subjected to significant uncertainty, from 0.26 [7] to 0.9 [30]. Our recent study has determined new values of soot absorption function $E(m)$ at 1064 nm and the soot particle thermal accommodation coefficient $\alpha$ based on experimental temperature decay rate and known soot morphology in a laminar diffusion flame [28]. Besides the uncertainty in the physical properties of soot at high temperature, little attention has been paid in LII modeling to the potentially important impact of the so-called shielding effect on the calculation of the heat conduction rate between the soot aggregates and the surrounding gas [28]. Soot particles appear as mass-fractals as a result of aggregation. Although such structures are fairly open (fractal dimension about 1.8), some primary particles are still partially or even fully hidden from the exterior of the aggregate. Consequently, the available surface area for collision with the surrounding gas molecules is somewhat reduced. Due to the shielding effect, soot particles in larger aggregates have a slower overall cooling rate than those in smaller aggregates. Except for our recent studies [28,31], in which an attempt was made to formulate a more realistic aggregate-based LII model (but for monodispersed primary soot particles), to our best knowledge all the theoretical models of LII appearing in the literature were formulated for a single primary particle. However, since the primary concern of the present study is the effect of the primary soot particle diameter distribution on the temperature history of soot particle ensembles heated by a nanosecond laser pulse, the shielding effect of reduced heat transfer rate on aggregated soot particles is not taken into account. As such, the single primary soot particle based LII model is employed to conduct the numerical study. Work is in progress to develop a more sophisticated LII model for aggregated soot particles with polydispersed primary particle diameter.

The primitive variables predicted by a LII model are the time-dependent temperature and diameter of a single primary particle of prescribed initial diameter and temperature. In addition, the temporal decay rate of the soot particle temperature bears the information on its diameter. Therefore, it is highly desirable to determine the soot particle temperature experimentally for the purposes of LII model validation and/or inferring the primary particle size. A practical method to measure the temperature of particles (soot, coal, and carbon) is optical pyrometry, based on the particle thermal emission intensities detected at two or more wavelengths. When the temperature of soot particles in the measurement volume is non-uniform, the measured temperature is an effective temperature, which is a weighted average temperature biased toward the hottest particles. Various optical pyrometers have also been used to monitor the soot particle temperature during LII. Eckbreth [32] measured the laser-irradiated soot particle surface temperatures using the LII signals detected at two different wavelengths. Snelling et al. [8] employed a three-wavelength pyrometer to measure the laser-heated soot particle surface temperatures in a diesel engine exhaust. More recently, time-resolved two-color LII (detection of LII signals at two different wavelengths to determine the soot particle effective temperature) has received increased attention [23,28,29,33–35].

In this study numerical calculations were conducted to obtain the temperature history of soot particles of different diameters. Assuming the primary soot particle diameter distribution is log-normal, the effective temperature of soot particle ensembles in the laser probe volume was calculated based on the ratio of thermal emission intensities of soot particles at 400 and 780 nm to simulate the experimentally measured soot particle temperature using two-color optical pyrometry. The objectives of the present study are (i) to identify the critical soot particle temperature below which soot sublimation is negligible based on the best currently available thermal properties in the soot sublimation sub-model, (ii) to investigate the effect of the primary soot particle diameter distribution on the temporal decay rate of the effective soot temperature, and (iii) to propose a simple approach to infer the primary soot particle diameter distribution from the time-resolved soot particle temperature and demonstrate the approach in an atmospheric pressure laminar ethylene diffusion flame.

2. Theory

2.1. Single-particle LII model

The numerical LII model employed in the present study is largely based on our previous studies [25,27]. The energy balance equation for a single primary particle can be written as [25]

$$\frac{1}{6} \pi d_p^3 \rho_s c_s \frac{dT}{dt} = C_s F_{0q}(t) - \dot{q}_{rad} - \dot{q}_{c} + \frac{\Delta H_v}{M_v} \frac{dM}{dt}$$  \hspace{1cm} (1)

The terms in Eq. (1) represent, in order, the rate of soot particle internal energy change, the rate of laser energy absorption by the particle, the rate of heat loss due to thermal radiation, the rate of conduction heat loss from the particle to the surrounding gas, and finally the rate of heat loss due to soot sublimation. It should be mentioned that there also exist other physical and chemical processes during LII, such as photodesorption, annealing, soot oxidation etc., as discussed in detail by Michelsen [26]. However, it is believed that these processes are unimportant under the conditions of low to moderately high laser fluences, a regime the present study concerns. On the left-hand side of Eq. (1), $d_p$ is the primary soot particle diameter (typically between 15 and 50 nm for flame
generated soot), \( \rho_s \) and \( c_s \) are soot particle density and specific heat, and \( T \) and \( t \) are soot particle temperature and time, respectively. In the laser energy absorption term, \( C_n = \pi^2d_p^2E(m)/\lambda \) is the absorption cross section of a primary soot particle in the Rayleigh limit which is proportional to the wavelength-dependent soot absorption function \( E(m) \) and inversely proportional to the laser wavelength. In this study, the laser wavelength \( \lambda \) is 1064 nm. \( F_0 \) is the laser fluence in mJ/mm\(^2\). Function \( q(t) \) represents the pulsed laser temporal power density in W/mm\(^2\) per unit laser fluence (mJ/mm\(^2\)). Although thermal radiation (incandescence) from the laser heated soot particles is the signal for LII measurements, its contribution to the particle cooling after the laser pulse is negligibly small compared to heat conduction and sublimation at atmospheric pressure. Nevertheless, the radiation heat loss term is included in the present model and calculated according to the expression given in [31]. Under the conditions of an atmospheric pressure laminar diffusion flame investigated in the present study, heat conduction occurs in the free-molecular regime (Knudsen number \( Kn \gg 1 \)). Therefore, the rate of heat conduction can be written as [36]

\[
\dot{q}_c = \alpha \pi \left( \frac{d_p}{2} \right)^2 \frac{p_g}{2} \sqrt{\frac{8k_BT_g}{\pi m_g}} \left( \frac{T}{T_g} - 1 \right)
\]

where \( \alpha \), \( p_g \) and \( T_g \) are respectively the thermal accommodation coefficient of soot, the ambient gas pressure, and the gas temperature, \( k_B \) the Boltzmann constant, \( m_g \) the mass of the surrounding gas molecule, and \( \gamma^* \) average value of the adiabatic constant of the surrounding gas defined as

\[
\frac{1}{\gamma^* - 1} = \frac{1}{T - T_g} \int_{T_g}^T \frac{dT}{\gamma - 1}
\]

In more general applications of LII for soot or carbon black diagnostics, heat conduction occurs in the transition regime (Knudsen number \( Kn \approx 1 \)) and the Fuch’s approach described in [36] should be followed. In the last term of Eq. (1), \( \Delta H_s \) is the heat of sublimation, i.e. the energy required to sublime a unit mole of solid carbon into multiple gaseous carbon species, \( M_v \) is the average molecular weight of the sublimated gaseous carbon species. The rate of the soot particle mass reduction \( dM/dr \) is related to the mass balance of the soot particle written as

\[
dM/dr = \frac{1}{2} \rho_s \pi d_p^2 \frac{dd_p}{dt} = -\pi d_p^2 N_v \frac{M_v}{N_A}
\]

where \( N_v \) is the molecular flux associated with soot sublimation and \( N_A \) is Avogadro’s constant. Further details of the soot sublimation model can be found in [25].

### 2.2. Effective particle temperature

When the temperature of soot particles in the laser probe volume is non-uniform, two-color optical pyrometry provides a weighted average or effective particle temperature. In the present study, we consider a uniform spatial laser energy profile and the non-uniformity in soot particle temperature is due to the distribution of the primary soot particle diameter. Once the history of soot particle temperature is obtained for a range of particle diameters \( d_p \) by solving Eqs. (1) and (4), the numerically simulated total LII signals at two different wavelengths in the near-visible spectrum (400 and 780 nm) can be obtained by integrating the thermal emission intensity of soot particles over the entire soot particle ensemble. If we can also assume that soot particles are uniformly distributed inside the laser probe volume and the probe volume is small enough to ensure that the optically thin assumption is valid, the total thermal emission intensity (TEI) at a wavelength \( \lambda_i \) is

\[
\text{TEI} \propto \int_0^\infty p(d_p) \frac{2\pi c^3h}{\lambda_i^4} \left[ \exp \left( \frac{hc}{\lambda_i k_B T(d_p)} \right) - 1 \right]^{-1} \pi^2 d_p^2 E(m_p) d_d p
\]

where \( p(d_p) \) is the distribution function of the primary soot particle diameter, the soot particle temperature \( T(d_p) \) corresponds to the solution of Eqs. (1) and (4) obtained at a laser fluence \( F_0 \) (in mJ/mm\(^2\)) and primary soot particle diameter \( d_p \). In the present study, a lognormal distribution of primary soot particle diameters is considered following [23,24], and is written as

\[
p(d_p) = \frac{1}{d_p \sqrt{2\pi \ln \sigma_g}} \exp \left[ -\left( \ln \left( \frac{d_p}{d_\text{m}} \right) \right)^2 \right]
\]

where \( d_\text{m} \) and \( \sigma_g \) are two parameters of the log-normal distribution function and represent respectively the geometric mean particle diameter and the geometric standard deviation. The arithmetic mean primary soot particle diameter \( d_10 \) (the first moment of the distribution function, i.e. \( d_{10} = \int_0^\infty d_p p(d_p)dd_p \)) and the Sauter mean diameter \( d_{32} \) (the ratio of the third to second moments of the distribution function, i.e. \( d_{32} = \int_0^\infty p(d_p) d_p^3 dd_p/\int_0^\infty p(d_p) d_p^2 dd_p \)) can be related to the two parameters through \( d_{10} = d_\text{m} \exp [0.5(\ln \sigma_g)^2] \) and \( d_{32} = d_\text{m} \exp [2.5(\ln \sigma_g)^2] \).

The theoretical effective particle temperature \( T_e \) is defined such that it satisfies the following expression

\[
\frac{\text{TEI}_1}{\text{TEI}_2} = \frac{E(m_1)}{E(m_2)} \frac{\lambda_2^5}{\lambda_1^5} \exp \left( \frac{hc}{k_B \lambda_2 T_e} \right) - 1 - \frac{1}{\frac{E(m_1)}{E(m_2)} \frac{\lambda_2^5}{\lambda_1^5} \exp \left( \frac{hc}{k_B \lambda_2 T_e} \right) - 1}
\]

where the subscripts 1 and 2 represent the two detection wavelengths. Eq. (7) is effectively the principle of the two-wavelength optical pyrometer. Substitution of Eq. (5) into Eq. (7) and using the approximation \( \exp(hc/k_B \lambda T) \gg 1 \) lead to

\[
T_e = C_2 \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_1} \right) \int_{T_0}^\infty p(d_p) \frac{d_p^3 E(m_p)}{T(d_p)} \exp \left[ -C_2 \frac{1}{\lambda_1} T(d_p) \right] dd_p
\]

where \( C_2 = hc/k_B \). A series of solutions for a range of primary soot particle diameters are first obtained by solving Eqs. (1) and (4). These solutions serve as a database for
the integration in Eq. (8). Unlike the experimentally derived particle effective temperature, the theoretical effective particle temperature is independent of the soot absorption functions at the two detection wavelengths $\lambda_1$ and $\lambda_2$. However, it is strongly dependent on the soot absorption function at the wavelength of the laser through the laser energy absorption term in Eq. (1). Knowledge of the soot absorption function is one of major sources of uncertainty in both LII model calculations and experiments.

3. Results and discussion

3.1. Solution method

The transient energy equation (1) and the mass equation (4) were solved simultaneously using a first order explicit difference scheme with a variable time step. A very small time step of 0.2 ns was used during and shortly after the laser pulse (up to 50 ns) to resolve the rapid variation of particle temperature. Larger time steps were used after the laser pulse due to slower particle temperature variation. The time steps after the laser pulse were 1 ns (between 50 and 100 ns) and 2 ns (after 100 ns). Temperature-dependent thermal properties including the adiabatic constant, the heat of soot sublimation, the mean molecular weight of the sublimated gaseous species, the vapor pressure, and the specific heat of soot were used. The properties required for the sublimation model were those identified in our previous study [27]. In all the calculations conducted here, the thermal properties of the surrounding gas (the specific heat ratio and the mean mass of gas molecules) were assumed to be the same as those of air. This assumption should not introduce significant error in the numerical results, since these properties of the combustion products at several locations in the atmospheric laminar ethylene–air diffusion flame were found to differ from those of air by only about 2–3% based on local species concentrations from a detailed numerical simulation [37]. The ambient pressure was 1 atm and the local gas temperature was taken to be 1700 K [28]. The density of soot particle was taken to be 1.9 g/cm$^3$ and the specific heat of soot was taken as that of graphite. The soot absorption function $E(m)$ at 1064 nm (0.4) and the thermal accommodation coefficient of soot particle $\alpha$ (0.37) were taken from our recent study [28].

The spatial profile of the laser is assumed uniform. The temporal profile of the laser power density, corresponding to a laser fluence of 1 mJ/mm$^2$ (the integration of the curve yields 1 mJ/mm$^2$), used in the present calculations is shown in Fig. 1. Eq. (1) was solved for 140 primary soot particle diameters in the range of 1–90 nm with non-uniform intervals. These solutions were then used in the numerical evaluation of the integrations in Eq. (8) using a simple trapezoidal algorithm. Unless otherwise indicated, the soot sublimation heat loss term was accounted for in the calculations.

3.2. Critical laser fluence and critical soot particle temperature

The critical laser fluence is defined as the fluence beyond which the soot sublimation becomes important. Knowledge of this critical laser fluence is useful in conducting low-fluence LII experiments. However, it is also important to realize that the critical laser fluence is dependent on the laser temporal profile [25]. The corresponding soot particle temperature is of more general interest since it is an indication if sublimation can be neglected or not, regardless of the properties of the laser used. In order to assess the effect of soot sublimation on the predicted soot particle temperature, numerical calculations were carried out with and without the soot sublimation term for a soot particle diameter of 40 nm and several laser fluences $F_0$. Some of the results are compared in Fig. 2. These results clearly show that soot sublimation starts to affect the calculated soot particle temperature when the laser fluence $F_0$ is greater than about 0.95 mJ/mm$^2$ for the temporal profile of the pulsed laser shown in Fig. 1. The corresponding peak soot particle temperature is about 3300 K, which is regarded as the critical soot particle temperature below which soot sublimation can be neglected, i.e. in the low-fluence LII regime. This critical soot particle temperature is in excellent agreement with that mentioned by Melton [10]. In practical implementation of low-fluence LII where a compromise between achieving a higher signal intensity and reducing the effect of soot sublimation is sought, use of a slightly higher flu-
ence than 0.95 mJ/mm$^2$ can still be regarded as in the non-sublimation regime. For example, use of a laser fluence of 1.0 mJ/mm$^2$, which yields a peak soot particle temperature of about 3400 K, gives rise to a maximum relative error of temperature (between the calculated temperatures with and without soot sublimation term) less than 1.5%. For the slight soot sublimation case of $F_0 = 1.1$ mJ/mm$^2$, sublimation heat loss enhanced the initial cooling rate of the soot particle but has almost no effect on the peak temperature. For the moderate soot sublimation case of $F_0 = 1.5$ mJ/mm$^2$, sublimation not only dramatically lowers the soot particle temperature after the peak temperature but also results in a significantly lower peak soot particle temperature.

3.3. Temperature histories of different primary soot particle diameters

The calculated temperature histories of different primary soot particle diameters in the non-sublimation and sublimation regimes are respectively shown in Figs. 3 and 4. It can be seen from both figures that the initial temperature rise curve is identical for different $d_p$ until near the peak values when the laser pulse is nearly over and the cooling processes (surface area-to-volume ratio dependent) start to affect the particle temperature. The temperature of larger particles decays slower than small ones due to smaller surface area-to-volume ratios. The peak temperature increases with the particle diameter and occurs at a slightly longer time after the onset of the laser, especially in the sublimation regime, Fig. 4(b). In the non-sublimation regime, $\ln(T - T_g)$ decays almost linearly with time, Fig. 3(b), i.e. the soot particle temperature $T$ decays almost exponentially. In this regime, it is reasonable to assume that the peak soot particle temperature is independent of the primary soot particle diameter for $d_p$ greater than about 20 nm, see the inset in Fig. 3(a), since the difference in the peak particle temperatures is too small to be practically distinguished. However, this assumption becomes invalid in the sublimation regime, Fig. 4(b), since the peak soot particle temperature increases considerably with increasing $d_p$.

3.4. Effective temperature of different distributions of $d_p$

In this section, we investigate the effect of the primary soot particle diameter distribution on the calculated history of the effective soot particle temperature determined from the two-color LII signals at 400 nm and 780 nm in the non-sublimation regime, since sublimation not only reduces the primary soot particle diameter but also alters the distribution of $d_p$ due to larger primary particles heating to higher temperatures and losing more mass than smaller particles. The effect of $d_p$ distribution on the effective temperature in the sublimation regime will be studied in the future.
Fig. 5 displays the numerical results of the effective soot particle temperature of lognormally distributed soot particles with fixed \( \sigma_g \) and three different \( d_p \). As \( d_p \) increases, the distribution function shifts towards larger particles, Fig. 5(a). Since larger particles cool down more slowly, the effective temperature of soot particle ensembles of larger \( d_p \) decays slower, Fig. 5(b). Also shown in Fig. 5(b) are the temporal variation of \( \ln(T_e - T_g) \), the effective temperature of polydisperse primary soot particles does not decay exponentially with time. In addition, the degree of departure from linearity increases with increasing \( d_p \) (for a fixed \( \sigma_g \)). It is also evident from Fig. 5 that the time-resolved temperature of a soot particle ensemble determined by the two-color LII signals can be related to the primary soot particle diameter distribution.

The effect of varying \( \sigma_g \) with a fixed \( d_p \) on the effective temperature is shown in Fig. 6. For a fixed \( d_p \), an increase in \( \sigma_g \) results in increased mean particle diameters (both \( d_{10} \) and \( d_{32} \)). This is associated with the enhanced wing of the distribution at large diameters as \( \sigma_g \) increases, Fig. 6(a). The biased contribution from the wing of the lognormal distribution (corresponding to larger and hotter particles) to the effective temperature causes the decay rate of \( T_e \) to be slower for larger \( \sigma_g \), Fig. 6(b). For the narrowest distribution considered, i.e. \( \sigma_g = 1.1 \), \( \ln(T_e - T_g) \) decays almost linearly with time, implying that the polydispersity of this distribution can be neglected. For the other two distributions considered, however, \( \ln(T_e - T_g) \) exhibits stronger non-linearity.

The distribution functions of \( d_p \) and the corresponding effective temperature of soot particle ensembles for fixed \( d_{10} \) are displayed in Fig. 7. The Sauter mean diameter of each distribution, \( d_{32} \), is also indicated in the figure, Fig. 7(a). In the narrowest distribution of \( d_p \) considered (the solid line), the primary soot particle can be approximately treated as monodisperse. These results imply that the two-color LII inferred soot particle temperature decay curve alone cannot be used to estimate the mean primary soot particle diameter unless the distribution of primary soot particle diameter is sufficiently narrow. For soot generated in an atmospheric pressure laminar and turbulent diffusion flames in a given location, the primary particle diameters were found to have a relatively narrow distribution with standard deviations of about 20% of the mean diameter (\( d_{10} \)) based on thermophoretic sampling/transmission electron microscopy analysis [38,39]. These experimental findings correspond approximately to the case of \( \sigma_g = 1.25 \) shown in Fig. 7 (dashed line). In other words, the effect of the primary soot particle diameter distribution on the two-color LII derived effective temperature cannot be neglected, since the dashed-line curve in Fig. 7(b) departs significantly from the solid-line curve. If the
ensembles which have the same mean diameter in the inset) is quite different even for these three soot particle ensembles right after the moment of the peak temperature (see Fig. 7(b)). The initial temperature decay rate of these three soot particle ensembles are essentially identical. This is a very useful finding in applying soot particle sizing. The numerical results shown in Fig. 8 were used as the experimental data to estimate the Sauter mean diameter of the soot particle ensemble. At longer times, the effective temperatures or \( \ln(T_e - T_g) \) of different \( d_p \) distributions start to exhibit increasingly large difference with time.

To understand why the initial temperature decay rate is related to the Sauter mean diameter of the soot particle ensemble and establish the quantitative relationship between the initial effective temperature decay rate and the Sauter mean diameter, a theoretical analysis of the two-color LII effective temperature was conducted. Differentiation of the effective temperature given in Eq. (8) with respect to time leads to:

\[
\frac{dT_e}{dt} = \frac{C_2 \left( \frac{1}{T_1} - \frac{1}{T_3} \right)}{\left( \ln \int_0^\infty \frac{p(d_p) d_p^3}{\int_0^\infty \frac{p(d_p) d_p^3}{e^{-C_2/T_1} p(d_p) d_p^3} \frac{dT_e}{dT} p(d_p) d_p} \right) \frac{d \ln(D^1_{\text{Si}})}{d \ln(D^3_{\text{Si}})}}
\]

\[
\times \left[ \int_0^\infty e^{-C_2/T_1} p(d_p) \left( \frac{C_2}{T_2} \frac{d}{dT} T_1(d_p) \right) p(d_p) d_p^3 d d_p \right]^{-1}
\]

\[
\times \left[ \int_0^\infty e^{-C_2/T_1} p(d_p) \left( \frac{C_2}{T_2} \frac{d}{dT} T_1(d_p) \right) p(d_p) d_p^3 d d_p \right]^{-1}
\]

\[
- \int_0^\infty e^{-C_2/T_1} p(d_p) \left( \frac{C_2}{T_2} \frac{d}{dT} T_1(d_p) \right) p(d_p) d_p^3 d d_p
\]

In the non-sublimation regime and at the moment of the peak soot particle temperature \( T_{\text{max}} \), the energy balance equation, Eq. (1), can be re-written as
\[
\frac{1}{6} \pi d_p^3 \rho_s c_s \frac{dT}{dt} \bigg|_{t_{\text{max}}} = -2\pi \left( \frac{d_p}{2} \right)^2 \rho_g \frac{k_g T_g}{\pi m_g} \left( \gamma^* + 1 \right) \left( \frac{T_{\text{max}}}{T_g} - 1 \right) \tag{10}
\]

where \( T_{\text{max}} \) represents the peak soot particle temperature and can be treated as independent of the primary soot particle diameter as shown in Fig. 3. Eq. (10) defines the initial temperature decay rate for monodisperse primary soot particle of diameter \( d_p \), i.e.

\[
\frac{dT}{dt} \bigg|_{t_{\text{max}}} = -\frac{\Theta (T_{\text{max}} - T_g)}{d_p} \tag{11}
\]

where \( \Theta \) is defined as

\[
\Theta = \frac{3 \rho_g}{4 \rho_c c_t T_g} \sqrt{\frac{8 k_g T_g}{\pi m_g} \left( \gamma^* + 1 \right) \left( \gamma^* - 1 \right)} \tag{12}
\]

The initial effective temperature decay rate at the moment of the peak soot particle temperature \( t_{\text{max}} \) can now be obtained by substituting Eq. (11) into Eq. (9) and making use of the assumption that at \( t_{\text{max}} \) all the soot particles of different \( d_p \) have the same temperature \( T_{\text{max}} \) and the definition of \( d_{32} \)

\[
\frac{dT_e}{dt} \bigg|_{t_{\text{max}}} = -\frac{\Theta (T_{\text{max}} - T_g)}{d_{32}} \tag{13}
\]

Eq. (13) can also be conveniently written in terms of \( \ln(T_e - T_g) \) as

\[
\frac{d \ln(T_e - T_g)}{dt} \bigg|_{t_{\text{max}}} = -\frac{\Theta}{d_{32}} \tag{14}
\]

Eq. (13) or Eq. (14) indicates that the initial decay rate of a soot particle ensemble at the moment of the peak soot particle temperature is inversely proportional to the Sauter mean diameter of the polydispersed primary soot particles. With consideration of the theoretical initial effective temperature decay rate given in Eq. (13), the numerical results shown on Figs. 5–8 can be better understood in view of the importance of \( d_{32} \) to the overall history of the effective temperature.

3.5. Variation of the peak soot particle temperature with laser fluence

Variation of the peak effective temperature with the laser fluence \( F_0 \) is shown in Fig. 9. Numerical calculations were conducted for laser fluences between 0.5 and 1.0 mJ/mm². The upper limit is defined by the critical peak soot particle temperature (about 3300 K) below which soot sublimation can be neglected. The lower limit is set somewhat arbitrarily but primarily based on the considerations that accurate LII signals are difficult to acquire experimentally at soot particle temperatures below about 2500 K due to deteriorating signal-to-noise ratio. These results were obtained for lognormal distributed primary soot particles with \( d_g = 30 \) nm and \( \sigma_g = 1.25 \), typical of flame generated soot particles (see the dashed-line curve in Fig. 7(a)). It was shown in our previous study [28] that the peak soot particle temperature in the non-sublimation regime can be approximately written as

\[
T_{\text{max}} = T_g + \frac{6 \pi \rho_c c_t}{m_g k_g} \int_0^{t_{\text{max}}} q(t) \, dt \tag{15}
\]

An examination of the numerical results indicates that the peak effective temperature occurs at a time of \( t_{\text{max}} = 26.4 \) ns for laser fluences between 0.5 and 1.0 mJ/mm², which is effectively at the end of the laser pulse displayed in Fig. 1. Eq. (15) implies that the peak temperature should vary linearly with the laser fluence \( F_0 \) if the properties of soot (\( \rho_s \) and \( c_s \)) are independent of temperature. However, as a result of employing a temperature-dependent specific heat of soot (while the density of soot is assumed constant), it was found that a quadratic variation of \( T_{\text{max}} \) with \( F_0 \) yields a better fit to the numerical results than the linear assumption. Extrapolation of the quadratic fit or the linear fit to the numerical results to \( F_0 = 0 \) should yield the local gas temperature \( T_g \). The quadratic fit yields a local gas temperature of 1696 K, which is in excellent agreement with the input gas temperature of 1700 K, while the linear fit yields a somewhat higher gas temperature of 1767 K. The reproduction of the local gas temperature from the extrapolation of the quadratic fit is also an indication that the quadratic fit to the peak soot particle temperatures should in general be assumed. Results shown in Fig. 9 outline the principle of measuring the local gas temperature using low-fluence LII under steady-state conditions. Experimentally the peak soot particle temperatures at a series of laser fluences in the non-sublimation regime are first obtained. These experimental data points are then fit to a quadratic function. Extrapolation of the quadratic fit to zero laser fluence yields the local gas temperature.

3.6. A simple approach to apply low-fluence LII for primary soot particle sizing

Based on the numerical and theoretical results presented above, a simple approach is proposed to infer the primary
soot particle diameter distribution based on the time-resolved two-color LII determined effective temperature of a soot particle ensemble. We assume the distribution of the primary soot particles follows the lognormal function. The approach is based on the following two important observations from results shown in Figs. 7 and 8: (i) the initial decay rate right after the peak effective temperature is related to the Sauter mean diameter of the soot particle ensemble, but not the arithmetic mean diameter, as confirmed from the theoretical analysis given in Eq. (13), and (ii) the effective temperature of a soot particle ensemble exhibits a maximum sensitivity to the distribution of $d_p$ at some time $\tau_c$ after the peak temperature. Under the conditions of the atmospheric pressure laminar diffusion flame considered here, the effective temperatures of different distributions of $d_p$ show the largest difference around $\tau_c = 1.515 \mu$s, Fig. 8. This approach requires the knowledge of the local gas temperature $T_g$, the thermal accommodation coefficient of soot $\alpha$, the experimentally measured peak soot particle temperature $T_{\text{max}}$, and the initial temperature decay rate $d T_g / d t$, as well as the effective temperature at time $\tau_c$. The present approach to use the two-color LII derived effective temperature as a primary soot particle sizing tool can be summarized as follows. First, determine the Sauter mean diameter $d_{s,2}$ from Eq. (13) or Eq. (14) using the experimental data of $T_{\text{max}}$ and $d T_g / d t$. With an initial estimate of $\sigma_g$ likely for soot, for example $\sigma_g = 1.2$, calculate $d_g$ from $d_{s,2} = d_g \exp[2.5(\ln \sigma_g)^2]$. For this fixed $d_g$, calculate the theoretical effective temperatures at $\tau_c$ (here about 1.5 $\mu$s) at a series of $\sigma_g$, similar to Fig. 6. By matching the theoretical effective temperature at $\tau_c$ to the experimental value, a new $\sigma_g$ can be determined. This procedure repeats until a converged value of $\sigma_g$ is obtained.

The primary soot particle sizing approach described above was applied to obtain the soot particle diameter distribution at 42 mm above the burner exit surface and along the flame axis in an atmospheric pressure ethylene/air diffusion flame investigated previously [28]. At this flame location, ex situ measurement of the primary soot particle diameter distribution has been carried out using thermophoretic sampling/transmission electron microscopy analysis [39]. The peak two-color LII experimentally determined soot particle temperature at this location is about 3015 K and the temperature at 1.515 $\mu$s is about 2104 K, see Fig. 10. The almost top-hat laser spatial intensity profile used in the experiment [28] was simulated by uniform laser fluence. An effective laser fluence of 0.765 mJ/mm$^2$ was required in the calculation to reproduce the experimentally observed peak soot particle temperature. The corresponding initial temperature decay rate (for data up to 100 ns) and the coefficient in Eq. (13) were found to be $d T_g / d t = -1.28$ K/ns and $\Theta = 0.036332$ m/s, respectively. The LII inferred Sauter mean diameter is therefore $d_{s,2} = 37.33$ nm. With an initial estimate of $\sigma_g = 1.2$, about 6–7 iterations were found to be sufficient to achieve converged lognormal parameters of $d_g = 31.43$ nm and $\sigma_g = 1.30$, which reproduce the experimental effective temperature of 2104 K at 1.515 $\mu$s and the Sauter mean diameter (37.33 nm) of the primary soot particle diameter distribution. The predicted effective soot particle temperature at this location in the flame is compared with the experimental data [28] in Fig. 10. Overall excellent agreement is observed between the numerical results and the experimental data. To quantitatively assess the quality of this primary soot particle diameter distribution, the error between the experimental particle temperature and the numerically calculated one, defined below, was evaluated for distribution parameters in the vicinity of $d_g = 31.43$ nm and $\sigma_g = 1.30$

$$
\varepsilon = \sum_{i=1}^{N} [T_{\text{exp}} - T_e(\sigma_g, d_g)]^2
$$

where $N$ (680 in this study) is the number of experimental points between 26.4 ns and 3000 ns. The results are shown in Fig. 11. It can be seen that the log-normal distribution parameters obtained above, i.e. $d_g = 31.43$ nm and $\sigma_g = 1.30$, are clearly not the optimal parameters in terms of the minimization of the error defined above, but the error associated with these parameters is only slightly larger than
the minimum error at the optimized log-normal distribution parameters of \(d_p = 33.0\) nm and \(\sigma_p = 1.275\). However, the Sauter mean diameter of this optimized log-normal distribution (38.25 nm) is slightly larger than that determined from the initial experimental particle temperature decay rate (37.33 nm). Due to various experimental uncertainties, it is very likely that the log-normal \(d_p\) distribution determined from the present soot particle sizing approach, which ensures that the calculated initial temperature decay rate is the same as the experimental one, is not identical to that determined from the two-variable optimization. Nevertheless, given such small differences between the log-normal distribution parameters determined from the present approach and those from the two-variable optimization, it can be concluded that the present approach is consistent with the multi-variable optimization technique used recently by Lehre et al. [22,23]. However, the present approach is simpler and computationally more efficient. In addition, the present approach has advantages for practical measurements where the signal quality is poor at low temperatures/long times and the low temperature data could significantly affect the results from the multivariable optimization technique.

The inferred primary soot particle diameter distributions from the experimental time-resolved soot particle temperature using the present approach is compared with the ex situ measurement reported in [39] in Fig. 12. It is evident that the \(d_p\) distribution obtained by the present approach is very similar to and slightly better than that reached by the error minimization, judged by the location of the peak of the distribution. When plotted in Fig. 10, the effective temperature history of the optimized \(d_p\) distribution, i.e. \(d_p = 33.0\) nm and \(\sigma_p = 1.275\), was found to be almost identical to that determined using the present approach. Although the overall agreement is seen to be reasonable, the distribution of \(d_p\) from the present approach has a significantly greater population of larger particles (diameter greater than about 35 nm) than the ex situ measurements. This is actually expected since the shielding effect, which reduces the rate of conduction heat loss of soot aggregates to the surrounding gas, is not taken into account. As a result, a higher population of larger particles is required to compensate for the neglect of the shielding effect. The shielding effect due to aggregated soot particles is currently being incorporated into the present laser-induced incandescence model.

### 4. Conclusions

Detailed numerical calculations were conducted in this study using a single particle based laser-induced incandescence model and the best available optical and thermal properties of soot. The critical soot particle temperatures were found to be about 3300–3400 K, above this temperature range soot sublimation has to be accounted for to accurately predict the particle temperature history. In the non-sublimation regime, the peak soot particle temperature can be assumed to be independent of the primary particle diameter. This assumption becomes less valid in the sublimation regime. In the non-sublimation regime, the initial decay rate right after the peak temperature of polydisperse soot particles is inversely proportional to the Sauter mean diameter, rather than the arithmetic mean diameter. For different primary soot particle distributions of similar Sauter mean diameters, although there is little difference in the effective soot particle temperatures in the early stages of temperature decay, this difference becomes significantly larger later in the decay, and eventually the difference begins to diminish at long decay times. A simple primary soot particle sizing technique was proposed based on these two observations. Application of this approach to an atmospheric pressure laminar diffusion flame yields a primary soot particle diameter distribution in reasonable agreement with ex situ experimental measurement. The present particle sizing technique is consistent with but simpler and more computationally efficient than the multi-variable optimization technique. The primary particle sizing technique proposed in this study can also be applied to other nanoparticles in conjunction with time-resolved two-wavelength laser-induced incandescence measurement.
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Fig. 12. Comparison of the LII derived primary soot particle diameter distributions with the experimental data based on thermophoretic sampling/transmission electron microscopy analysis.


