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ABSTRACT

Numerical Modelling of Sooting Laminar Diffusion Flames at Elevated Pressures and Microgravity

Marc Robert Joseph Charest

Doctor of Philosophy

Graduate Department of Aerospace Science and Engineering

University of Toronto

2011

Fully understanding soot formation in flames is critical to the development of practical combustion devices,

which typically operate at high pressures, and fire suppression systems in space. Flames display significant

changes under microgravity and high-pressure conditions as compared to normal-gravity flames at atmo-

spheric pressure, but the exact causes of these changes are not well-characterized. As such, the effects of

gravity and pressure on the stability characteristics and sooting behavior of laminar coflow diffusion flames

were investigated.

To study these effects, a new highly-scalable combustion modelling tool was developed specifically for

use on large multi-processor computer architectures. The tool is capable of capturing complex processes

such as detailed chemistry, molecular transport, radiation, and soot formation/destruction in laminar diffu-

sion flames. The proposed algorithm represents the current state of the art in combustion modelling, making

use of a second-order accurate finite-volume scheme and a parallel adaptive mesh refinement algorithm on

body-fitted, multi-block meshes. An acetylene-based, semi-empirical model was used to predict the nucle-

ation, growth, and oxidation of soot particles. Reasonable agreement with experimental measurements for

different fuels and pressures was obtained for predictions of flame height, temperature and soot volume frac-

tion. Overall, the algorithm displayed excellent strong scaling performance by achieving a parallel efficiency

of 70% on 384 processors.

The effects of pressure and gravity were studied for flames of two different fuels: ethylene-air flames

between pressures of 0.5–5 atm and methane-air flames between 1–60 atm. Based on the numerical predic-

tions, zero-gravity flames had lower temperatures, broader soot-containing zones, and higher soot concen-

trations than normal-gravity flames at the same pressure. Buoyant forces caused the normal-gravity flames

to narrow with increasing pressure while the increased soot concentrations and radiation at high pressures

lengthened the zero-gravity flames. Low-pressure flames at both gravity levels exhibited a similar power-

law dependence of the maximum carbon conversion on pressure which weakened as pressure was increased.

This dependence decayed at a faster rate in zero gravity when pressure was increased beyond 1–10 atm.

iii





ACKNOWLEDGEMENTS

I owe my deepest gratitude to my supervisors, Profs. Clinton Groth and Ömer Gülder. It is an honor to

work with them and this thesis would not have been possible without their guidance. I would also like to

thank Profs. James Gottlieb and Jean Sislian. My research benefited immensely from their questions and

comments.

I am indebted to Dr. Fengshan Liu at the National Research Council Canada (NRC) for his advice and

discussions on this research. I gratefully acknowledge Profs. Mitchell Smooke and Murray Thomson for

their involvement in my final oral examination.

I would like to show my gratitude to my colleagues at UTIAS for their help and discussions over the

years. Many thanks to Scott Northrup, Dr. James McDonald, Dr. Wen Lin, Dr. Jason Hicken, Dr. Jai

Sachdev, Dr. Stephen Guzik and Pradeep Jha.

I would like to thank all my friends and family for their support and inspiration over the years. Most

of all, I would like to express my deepest appreciation to my parents for their encouragement, love and

continued support.

Operational funds for this work have been provided by the Natural Sciences and Engineering Research

Council (NSERC) and the Canadian Space Agency (CSA). Computational resources for performing all of

the calculations reported herein were provided by the SciNet High Performance Computing Consortium at

the University of Toronto and Compute/Calcul Canada through funding from the Canada Foundation for

Innovation (CFI) and the Province of Ontario, Canada.

Marc Robert Joseph Charest

University of Toronto Institute for Aerospace Studies

December 14, 2010

v





CONTENTS

LIST OF TABLES ix

LIST OF FIGURES xi

NOMENCLATURE xiii

1 INTRODUCTION 1
1.1 Soot Formation and Oxidation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Soot Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Laminar Diffusion Flames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Effects of Pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Effects of Microgravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.7 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 SOOT FORMATION AND OXIDATION 9
2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Mathematical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3 MATHEMATICAL MODELLING OF REACTING GASES 23
3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Mathematical Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4 MATHEMATICAL DESCRIPTION OF RADIATION TRANSPORT 39
4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 The Spectral Absorption Coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3 The Discrete Ordinates Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5 NUMERCIAL SOLUTION METHOD 49
5.1 Gas/Soot Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2 Radiation Transfer Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3 Overall Solution Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6 VERIFICATION AND VALIDATION 63
6.1 Laminar Coflow Diffusion Flames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2 Adaptive Mesh Refinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.3 Experimental Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.4 Effect of Gas Phase Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.5 Parallel Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

vii



7 EFFECTS OF PRESSURE AND GRAVITY IN ETHYLENE DIFFUSION FLAMES 75
7.1 Coflow Burner Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.2 Numerical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.3 Comparison with Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7.4 Effects of Gravity and Pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.5 Influence of Wall Boundary Condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

8 EFFECTS OF PRESSURE AND GRAVITY IN METHANE DIFFUSION FLAMES 93
8.1 Coflow Burner Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.2 Numerical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.3 Verification with Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
8.4 Effects of Gravity and Pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

9 CONCLUSIONS 111
9.1 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
9.2 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
9.3 Recommendations for Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

REFERENCES 115

A GOVERNING EQUATIONS 141

B THE OPTICALLY-THIN APPROXIMATION FOR RADIATION HEAT TRANSFER 143

C SOLUTION OF THE RTE USING A NEWTON-KRYLOV APPROACH 145
C.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
C.2 Numerical Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
C.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
C.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

viii



LIST OF TABLES

2.1 Effect of pressure and diameter on the Knudsen number. . . . . . . . . . . . . . . . . . . . . 17

3.1 Critical temperatures and pressures of several gases. . . . . . . . . . . . . . . . . . . . . . . . 25

6.1 Mesh statistics for both flames. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.2 Effect of reaction mechanism on wall-clock times for methane flame. . . . . . . . . . . . . . . 73

C.1 AMR statistics for square enclosure test case. . . . . . . . . . . . . . . . . . . . . . . . . . . 152
C.2 CPU times (s) for square enclosure with absorbing-emitting medium. . . . . . . . . . . . . . . 158
C.3 CPU times (s) for square enclosure with scattering medium. . . . . . . . . . . . . . . . . . . 158

ix





LIST OF FIGURES

2.1 Blending function applied to soot source terms. . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1 Generalized compressibility chart. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Relationship between soot mass fraction and volume fraction. . . . . . . . . . . . . . . . . . . 30
3.3 Effect of soot volume fraction on critical diameter. . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 Effect of soot particle volume fraction on mixture specific heat ratio. . . . . . . . . . . . . . . 33
3.5 Effect of soot volume fraction on the equilibrium sound speed. . . . . . . . . . . . . . . . . . 33

4.1 Cylindrical coordinate system used for radiative heat transfer analysis. . . . . . . . . . . . . . 40

5.1 Two-dimensional quadrilateral computational cell. . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2 Diamond path viscous flux reconstruction for a quadrilateral cell. . . . . . . . . . . . . . . . . 54
5.3 AMR data structure and associated solution blocks. . . . . . . . . . . . . . . . . . . . . . . . 57
5.4 Sample multi-block grid and solution blocks depicting ghost cells. . . . . . . . . . . . . . . . 58
5.5 Axisymmetric control volume. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.1 Schematic of laminar coflow diffusion flame. . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.2 Refined multi-block mesh superimposed on contours of soot volume fraction. . . . . . . . . . 66
6.3 Effect of grid resolution on radial profiles of soot volume fraction. . . . . . . . . . . . . . . . 67
6.4 Measurements and predictions for methane-air laminar diffusion flame. . . . . . . . . . . . . 68
6.5 Measurements and predictions for ethylene-air laminar diffusion flame. . . . . . . . . . . . . 69
6.6 Effect of gas-phase mechanism on predictions for C2H4 flame. . . . . . . . . . . . . . . . . . 70
6.7 Parallel performance of the proposed solution algorithm for laminar flames. . . . . . . . . . . 72

7.1 Schematic of the pressure vessel combustion apparatus. . . . . . . . . . . . . . . . . . . . . . 76
7.2 Computational domain and boundary conditions. . . . . . . . . . . . . . . . . . . . . . . . . 76
7.3 Computational grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.4 Typical convergence histories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7.5 Measured and predicted radial profiles for soot and temperature. . . . . . . . . . . . . . . . . 79
7.6 Predicted and measured contours for soot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.7 Maxium fuel carbon converted to soot as a function of pressure. . . . . . . . . . . . . . . . . 82
7.8 Soot mass fraction along particle path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.9 Predicted contours for soot in the normal- and zero-gravity flames. . . . . . . . . . . . . . . . 84
7.10 Effect of pressure and gravity on the computed flame shape. . . . . . . . . . . . . . . . . . . 85
7.11 The effect of pressure and gravity on the stoichiometric mixture fraction surface. . . . . . . . 86
7.12 Predicted axial velocity along the flame centerline and mass flow rate through the flame. . . . 87
7.13 Predicted temperature contours for the normal- and zero-gravity flames. . . . . . . . . . . . . 88
7.14 Predicted contours of ∇ · ~qrad. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.15 Predicted contours for ethylene in the normal- and zero-gravity flames. . . . . . . . . . . . . . 89
7.16 Predicted contours for acetylene in the normal- and zero-gravity flames. . . . . . . . . . . . . 90
7.17 Effect of wall boundary condition on soot and temperature predictions. . . . . . . . . . . . . . 91

xi



8.1 Effect of constant-number-density assumption on soot predictions. . . . . . . . . . . . . . . . 95
8.2 Measured and predicted radial profiles for soot and temperature. . . . . . . . . . . . . . . . . 96
8.3 Predicted and measured contours for soot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
8.4 Maximum fuel carbon converted to soot as a function of pressure. . . . . . . . . . . . . . . . 100
8.5 Soot mass fraction along particle path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
8.6 Predicted contours for soot in the normal- and zero-gravity flames. . . . . . . . . . . . . . . . 103
8.7 Predicted axial velocity along the flame centerline and mass flow rate through the flame. . . . 104
8.8 Predicted temperature contours for the normal- and zero-gravity flames. . . . . . . . . . . . . 105
8.9 Predicted contours of ∇ · ~qrad. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
8.10 Predicted contours for methane in the normal- and zero-gravity flames. . . . . . . . . . . . . . 107
8.11 Predicted contours for acetylene in the normal- and zero-gravity flames. . . . . . . . . . . . . 108
8.12 The effect of pressure and gravity on the stoichiometric mixture fraction surface. . . . . . . . 110

C.1 Radiation intensity along vertical symmetry plane. . . . . . . . . . . . . . . . . . . . . . . . 150
C.2 Change in numerical error with angular and spatial discretization. . . . . . . . . . . . . . . . 151
C.3 Numerical solution for the square enclosure with cold and black walls. . . . . . . . . . . . . . 153
C.4 Numerical solution for the circular enclosure with a discontinuous medium. . . . . . . . . . . 154
C.5 Algorithm strong and weak scaling parallel performance. . . . . . . . . . . . . . . . . . . . . 156
C.6 Convergence histories for strong scaling test. . . . . . . . . . . . . . . . . . . . . . . . . . . 157
C.7 Norms of solution residuals for square enclosure. . . . . . . . . . . . . . . . . . . . . . . . . 159
C.8 Contours of G/(2πIb) square enclosure with scattering medium. . . . . . . . . . . . . . . . . 160

xii



NOMENCLATURE

Variables
As soot particle surface area per unit volume aerosol
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Chapter 1

INTRODUCTION

Incomplete combustion of hydrocarbon fuels in practical combustion devices such as industrial furnaces,

gas turbine combustors and diesel engines generates nanometer-sized carbon particulates called soot. The

structure of these particles primarily consists of organic and elemental carbon with a multitude of absorbed

and deposited compounds. Soot is considered a major pollutant and about 70% of fine airborne particles in

the atmosphere are generated from combustion processes [1]. It poses significant risks to human health as

there are many epidemiological studies that have demonstrated a link between exposure to airborne partic-

ulates and increased mortality/morbidity rates (see, for example, [2] and references therein). Such studies

associate low-level ambient exposure with acute and long term adverse health effects. For example, expo-

sure to particulate matter can cause respiratory problems [3, 4], eye, nose, and airway irritations, and even

lung diseases [5]. Some of the major absorbed organic components in soot, polycyclic aromatic hydrocarbon

(PAHs), are known mutagens and carcinogens [5, 6]. Soot also has a negative impact on the environment

and the performance of combustion devices, and it is an important factor in the spread of fires in space [7].

Due to the complex nature of hydrocarbon combustion, the physics and chemistry related to soot for-

mation are not well characterized. Soot formation and oxidation strongly affects the structure and stability

of laminar diffusion flames by enhancing radiation transport and altering local temperatures. Reaction rates

are highly dependant upon temperature and therefore local gaseous species concentrations are strongly in-

fluenced by the presence of soot. Since the total soot yield is drastically enhanced under high-pressure [8, 9]

and zero-gravity conditions [10], better understanding the soot formation process in laminar diffusion flames

is essential for the design of soot-free, high-pressure combustors and fire-suppression systems in space.

However, our current understanding of the effects of pressure and gravity on soot formation/oxidation is

limited since previous experimental and numerical studies generally focused on normal-gravity atmospheric

flames [11–21].

Numerical modelling is an attractive tool to study the effect of pressure and gravity on soot formation.

Measurements in high-pressure laminar diffusion flames are complicated by small flame diameters and lim-

ited optical access [22] while it is difficult and costly to conduct zero-gravity experiments [7]. There are

only a few numerical studies on the effects of gravity [23–27] and pressure [22, 28] on soot formation in

gaseous laminar diffusion flames. However, none of these studies have looked at the effects of pressure in

1



2 Chapter 1. Introduction

the absence of gravity.

Numerical modelling also permits cost effective development of new low-emission designs for practi-

cal combustion devices. Unfortunately, mathematical models representing realistic combusting flows must

rely heavily on approximations to ensure that computations remain tractable. Hydrocarbon combustion is

inherently complex and these approximate models are not accurate enough to capture interactions between

gas-phase chemistry, turbulence, radiation transport, soot formation/oxidation, and multiphase transport.

As such, there is an immediate need for more efficient numerical algorithms for solving reacting flows.

These algorithms would enable the use of more realistic models to represent the underlying physics and

provide quantitative soot predictions. They should be flexible enough to easily incorporate state-of-the-art

numerical methods, such as adaptive mesh refinement (AMR), high-order discretization schemes and im-

plicit non-linear relaxation/time-evolution schemes, while simultaneously taking advantage of today’s trend

towards large-scale parallel computing.

This thesis presents a new highly scalable finite-volume scheme for solving laminar reacting flows with

detailed chemistry, radiation, and soot formation/destruction. The scheme was applied to several laminar

coflow diffusion flames to study the effects of gravity and pressure on soot formation and flame structure.

1.1 Soot Formation and Oxidation

Soot formation and oxidation in hydrocarbon combustion involves many different physical processes that

occur over a wide range of temporal and spatial scales. Fuel is rapidly pyrolyzed to form smaller hydrocar-

bons, such as acetylene, which react and produce small aromatic compounds. These small aromatic species

combine with other aromatics and smaller alkyl species to form larger PAHs. Continued growth eventually

leads to the appearance of small identifiable soot particles that typically have diameters on the order of 1 nm

and masses of 1000 amu [29]. This whole conversion processes from gas to solid carbon is mainly chem-

istry controlled and occurs in only several milliseconds [30]. The newly formed particles are convected

with the gas and continue to grow in size through further chemical reactions on the particle surface. They

can also collide with each other to coalesce into new larger particles or form large chain-like agglomerates.

Throughout this entire process, the soot particles are constantly undergoing oxidation.

1.2 Soot Modelling

The rapid transition between gas and solid phases, ongoing competition between growth and oxidation,

and complex aerosol dynamics hinder our ability to identify key pathways that lead to the formation of

soot. As a result, simple models for soot formation that are accurate and applicable to a wide range of

operating conditions and fuels do not exist. Simpler semi-empiric models treat soot formation and oxidation

as a chemically controlled process that is dependent on some precursor species such as acetylene [29].

They rely heavily on approximation, describing the overall process with only a few global reactions and

one or two transport equations. Alternative detailed models attempt to improve predictive accuracy by

incorporating more physical features and formation pathways [17, 31, 32]. Such detailed models typically

combine gas-phase chemical kinetics describing the formation of heavy molecular weight PAH species with
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complex descriptions for aerosol dynamics and gas-particle interactions. Although these models provide

good quantitative predictions of minor gaseous species molar fractions, soot particle concentrations and

particle size distributions, they are too complex for practical use in realistic combustor geometries. More

efficient numerical techniques are therefore required to allow their application to practical devices.

1.3 Laminar Diffusion Flames

The previously described inability to fully characterize the soot formation process is largely due to exper-

imental limitations related to optical accessibility, complex flame geometries, and the vast range of time

and length scales. It is difficult to relate minute changes in flame structure or pollutant emissions to small

scale processes such as chemistry or fluid interactions. As such, laminar flames with simple configurations

are commonly studied even though most practical combustion devices use turbulent flames [33]. Lami-

nar flames are more easily controlled in laboratory experiments yet still share many similar features with

turbulent flames. Their detailed study is essential to advancing combustion science [34].

Growing evidence suggests that, under gravity or forced convection conditions, laminar non-premixed

flames are stabilized by a small premixed flame base fed by a premixed mixture [35]. This fresh mixture is

created when O2 diffuses inwards toward the flame base and mixes with fuel. Several researchers proposed

that this premixed flame is actually a triple flame with a stoichiometric flame base and two branches —

a fuel-rich branch and a fuel-lean branch [36, 37]. However, recent numerical studies revealed that the

premixed flame stabilization concept was flawed with insufficient time for O2 to diffuse and mix with unburnt

fuel [38, 39]. Thomson et al. [40] inadvertently confirmed this experimentally when studying the formation

of soot in laminar flames at elevated pressures. They initially observed a blue zone indicating a premixed

flame at the base of the flame that vanished as the pressure was increased beyond a few atmospheres. At

sufficiently large pressures, the flame resided at or below the burner exit plane where no premixed mixture

exists. This study by Thomson et al. highlights the need for more detailed numerical studies of high pressure

laminar flames to help identify key stabilization mechanisms.

1.4 Effects of Pressure

Both pressure and gravity profoundly influence the structure and sooting characteristics of laminar diffu-

sion flames [7, 41]. This influence occurs through the effects of pressure and gravity on buoyant forces

which rapidly accelerate the expanding hot gases. Since the effective gravitational acceleration scales with

pressure-squared, increasing pressure drastically alters the shapes of normal-gravity flames. For example,

increasing pressure in laminar diffusion flames causes flow streamlines to contract towards the centerline and

the flame diameter to decrease [8, 9, 40, 42]. Miller and Maahs [8] suggested that this change in flame diam-

eter with pressure is likely due to changes in reaction mechanism. Experimental measurements [40, 42–44]

and numerical predictions [22] for soot volume fraction indicate that the flame diameter is proportional to

p−1/2. These findings imply that residence time is independent of pressure for constant fuel mass flow rates

since the cross-sectional area of the flame varies inversely with pressure. This was confirmed numerically

by Liu et al. [22] who showed that the axial velocity along the flame centerline was roughly independent of
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pressure. If residence time does not change with pressure, flame height should also remain constant. Roper’s

correlations for buoyancy-dominated laminar jet diffusion flames [45, 46] state that the visible flame height,

to a first-order approximation, is independent of pressure and depends on mass flow rate only. However,

Miller and Maahs [8], Flower and Bowman [9], McCrain and Roberts [42], and Thomson et al. [40] have all

observed pressure-dependent flame heights during experiments involving high-pressure laminar diffusion

flames. These experiments reported that the visible flame height initially increased with pressure at low

pressures, remained constant over a range of pressures, and then decreased with further increase in pressure.

Recently, Bento et al. [43] and Joo and Gülder [44] observed pressure-independent visible flame heights

over a wide range of pressures. Constant flame heights were also predicted numerically by Liu et al. [22].

As pressure is increased in normal-gravity flames, measured soot volume fractions increase since the

flame narrows and soot must flow through a smaller cross-section. This narrowing of the flame causes

local temperatures near the centerline to increase and fuel pyrolysis rates in the central core to intensify.

Enhanced air entrainment into the flame near the burner is also expected to increase pyrolysis rates [22].

Miller and Maahs [8] estimated total soot concentrations in high-pressure axisymmetric methane-air diffu-

sion flames between 1–50 atm from measurements of the flame emissive power. The data indicates that soot

yield is proportional to pn, where n is approximately 1.7±0.7 up to 10 atm. Above 10 atm, the dependence

of soot yield on pressure decreased significantly. Flower and Bowman [9] studied laminar diffusion flames

of ethylene at pressures between 1–10 atm by measuring line-of-sight integrated soot volume fractions and

temperatures along the flame centerline. They reported maximum diameter-integrated soot volume fractions

proportional to p1.2. Measurements made by Lee and Na [47] in laminar ethylene diffusion flames from

1 to 4 atm indicated a p1.26 dependence of the maximum diameter-integrated soot volume fraction on pres-

sure. McCrain and Roberts [42] obtained similar pressure exponents in methane flames from 1 to 25 atm

and ethylene flames from 1 to 16 atm based on path-integrated and local soot volume fraction measurements.

Radially-resolved soot concentration and temperature measurements were reported by Thomson et al. [40]

for methane diffusion flames from 5 to 40 atm. These measurements were later extended to 60 atm by Joo

and Gülder [44]. Both concluded that the maximum amount of fuel carbon converted to soot, which is

most suitable for assessing the sensitivity of soot formation to pressure [9], varied proportional to p between

5 to 20 atm. Between 30 and 60 atm, Joo and Gülder measured a pressure exponent equal to 0.33. Similar

soot and temperature measurements were made by Bento et al. [43] for propane flames from 1 to 7.2 atm.

There are many numerical studies on soot formation in laminar diffusion flames at atmospheric pres-

sure [17–21, 48–72], but only a few at elevated pressures [22, 28]. The detailed numerical study by Liu

et al. [22] on methane-air diffusion flames between 5–40 atm concluded that the increase in soot production

with increasing pressure was due to larger mixture densities and higher species concentrations. The study

showed large discrepancies between measurements and predictions which were attributed to the inability of

simplified soot formation/destruction models to accurately predict soot concentrations. However, the fuel

preheating effect, which is known to significantly affect numerical predictions [64], was neglected in the

study.
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1.5 Effects of Microgravity

Like buoyant flames, non-buoyant laminar diffusion flames also exhibit pressure-independent flame lengths

[73]. Although, non-buoyant flames are both longer and wider than their buoyant counterparts [23, 73,

74]. Non-buoyant flames are wider because there is no upward acceleration to induce an inward radial

motion that would cause the flame to contract. However, the reason for the lengthening of flames when

buoyancy is eliminated is not clear. Investigators have cited causes such as the increased importance of axial

diffusion [75, 76], the lack of radial convection [77], reduced mass diffusivities associated with lower flame

temperatures [73], and reduced flame temperatures in general [78]. Roper’s model for circular port burners,

which includes radial convection and neglects axial diffusion, states that flame length should be independent

of gravity [45].

Soot particles are too large to diffuse like gas molecules and are instead primarily convected by the

gas flow. Temperature gradients also influence the motion of particles, causing them to deviate from the

fluid streamlines [79]. Therefore, the path and residence time of soot particles in laminar diffusion flames

are strongly affected by buoyancy since buoyant forces drastically alter the flow field [80]. For example,

the dividing streamline, the locus of points where the radial velocity component is zero, diverges radially-

outward in non-buoyant jet diffusion flames and converges towards the centerline in buoyant ones. Residence

times for particles in non-buoyant flames are much longer than for particles in buoyant flames since local gas

flow velocities are lower. These effects of buoyancy on the gas flow field and particle path cause non-buoyant

diffusion flames to exhibit broader soot-containing regions and larger soot oxidation regions [23]. Higher

soot concentrations and bigger particles are also generally observed in non-buoyant flames [10, 81, 82].

Although there are many experimental studies on the sooting characteristics of non-buoyant diffusion

flames, none specifically address the combined effects of pressure and gravity on flame structure. Smoke-

point measurements reported by Sunderland et al. [80] and Urban et al. [83] for flames between 0.3–2 atm

with various gaseous hydrocarbon fuels indicated that the laminar smoke-point flame lengths of non-buoyant

flames were much shorter than equivalent buoyant flames. Ku et al. [81] measured soot particle sizes in lam-

inar diffusion flames of propane and ethylene under normal- and micro-gravity conditions. They found that

primary particle sizes were larger in non-buoyant flames due to the longer residence times. Soot volume

fractions were measured and soot particles sampled in weakly-buoyant gaseous laminar diffusion flames at

sub-atmospheric pressures by Sunderland et al. [84–86]. These authors exploited the fact that the buoyancy-

induced acceleration scales with p2g where g is the gravitational acceleration. Others have obtained quan-

titative two-dimensional measurements for soot volume fraction in either reduced-gravity [10, 82, 87–89]

or normal-gravity [90–92] environments. Generally, measured peak soot concentrations in micro-gravity

flames are approximately a factor of two larger than those measured in normal-gravity flames. None of

these studies considered pressures beyond one atmosphere.

Numerical modeling is an attractive tool to study the effect of gravity on soot formation in gaseous

laminar diffusion flames as it is difficult and costly to simulate zero-gravity environments [7]. Drop-towers

do not provide sufficient time to reach steady-states and experiments on parabolic flights are subjected to
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small fluctuations in gravity, called g-jitter. Experiments aboard spacecraft in orbit can provide long, zero-

gravity environments, but such experiments are limited by high costs and payload size/weight. Alternatively,

buoyancy can be minimized by reducing pressure below atmospheric. However, low-pressure experiments

are not representative of true, zero-gravity flames as flames are not completely isolated from the effects of

gravity and reactions rates are slow [93]. Measured soot volume fractions instead follow trends similar to

those observed in high-pressure flames.

There are only two detailed numerical studies of soot formation in zero-gravity gaseous laminar diffusion

flames [26, 27]. These particular studies investigated the effects of gravity and coflow velocity on the

structure and soot yield of a methane-air laminar diffusion flames. In some cases, reducing gravity was

observed to cause local extinction and suppress soot formation when coflow velocities were below a critical

level. Walsh et al. [89] studied the effect of buoyancy on the temperature and species concentrations in

lifted laminar diffusion flames, but these flames were weakly-sooting and soot was not accounted for in their

model.

1.6 Objectives

The objective of this doctoral research project is to study the effects of buoyancy and pressure on soot

formation and flame structure through numerical analysis. One of the primary motivations for this work is

the identification of key flame stabilization mechanisms in gaseous laminar diffusion flames. This research

involves the following tasks:

• the development of a new, highly-scalable numerical solution algorithm to study soot formation in

laminar reacting flows over a wide range of conditions.

• the investigation of the characteristics of existing soot formation/oxidation models and their accuracy

at elevated pressures.

• the identification of the errors associated with common simplifying assumptions applied to high-

pressure laminar flames.

• the study of the effects of pressure/gravity on flame stability and sooting characteristics.

1.7 Outline

Chapter 2 focuses on modelling soot produced during hydrocarbon combustion. It begins with a brief

introduction on the physical processes involved and the equations governing the dynamics of soot aerosols

suspended in gaseous flows. The various modelling efforts for soot in diffusion flames are reviewed and a

detailed description of the soot model used herein is provided.

In Chapter 3, the techniques for modelling reactive gas mixtures is discussed. The first half provides

a short introduction with an emphasis on the effects of pressure on the equation of state, heat and mass

transport, and chemistry. In the second half, the employed mathematical representation for the reacting

gas-particle mixture is described and analyzed.

Chapter 4 focuses on modelling radiation transport in participating media. The chapter first describes

the conservation law governing radiation and outlines the techniques for its solution in non-gray media.
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The remainder of this chapter describes the specific technique used to solve the governing equation and the

models used to compute the spectroscopic properties of gas and soot.

The algorithm used to solve the system of governing equations, which were derived in Chapters 2–4, is

described in Chapter 5. Chapter 5 includes descriptions of the solver used for the gas-particle equations and

the solver used for the equations governing radiation. The coupling of these two solvers is also outlined.

In Chapter 6, the proposed computational framework is verified against published experimental measure-

ments and numerical predictions for two different laminar coflow diffusion flames at atmospheric pressure.

The predictive capability of the framework and the parallel efficiency of the algorithm is discussed.

To study the effects of pressure and gravity, the computational framework was applied to two sooting

laminar coflow diffusion flames that were previously studied experimentally: a methane-air flame at pres-

sures between 10–60 atm [44], and an ethylene-air flame between 0.5–5 atm [93]. Chapters 7 and 8 describe

these laminar flames and compares predictions with measurements to assess the applicability of the em-

ployed soot model to high-pressure flames. Both flames are studied in detail with respect to the effects of

pressure and gravity on flame structure and sooting behavior.

Chapter 9 summarizes the conclusions and contributions of the thesis and provides recommendations

for future research.





Chapter 2

SOOT FORMATION AND OXIDATION

The complex and rapid nature of hydrocarbon combusting flows, along with current experimental and com-

putational limitations, hinders our ability to fully understand the soot formation process [94]. In diffusion

flames, soot is formed in only about ten milliseconds [95]. This time is much shorter, about one millisec-

ond, in premixed flames. Within this time frame, the fuel molecule breaks down into smaller hydrocarbon

species and forms small soot particles through a series of chemical reactions. These particles are on the

order of a nanometer and consist of cyclic hydrocarbon structures with considerable amounts hydrogen and

oxygen [95]. The least understood aspects of soot formation are the intermediate steps leading up to the

appearance of the first soot particles. Despite this, the main steps involved in the formation and destruction

of soot are well defined. Primary soot particles first appear after the formation of soot precursors. These

particles react with the gas at the particle surface, increasing in size, and collide with each other, forming

new larger particles or complex three-dimensional fractal structures called agglomerates. Soot is constantly

oxidized by various oxygen-containing species, beginning at the early precursor stage and continuing until

soot particles have been completely oxidized or eventually leave the high-temperature flame environment.

As such, modelling soot formation in combusting flows requires mathematical descriptions for all of these

processes and their effect on the size and distribution of particles over time.

The many different physical processes which occur over a wide range of temporal and spatial scales

pose significant challenges for modelling soot in gaseous reacting flows. Soot models must capture all these

processes to provide accurate predictions but also remain computationally tractable. Fortunately, models of

varying complexity exist [29]. Detailed models are the most complex and make use of three main compo-

nents: a gas phase kinetic mechanism, a soot chemistry sub-model, and an aerosol dynamics model. The

gas-phase kinetic model is used to describe the formation of soot precursors and large cyclic hydrocarbon

molecules while the soot sub-model describes gas-particle conversion. Gas-particle conversion includes

both the nucleation of primary soot particles and any reactions which occur between the gas and particle

surface. The third model, the aerosol dynamics model, is used to describe inter-particle collision as well

as any transfer of heat and mass between the two phases. Alternative empirical soot models formulate the

presence and growth of soot based on a precursor species, drastically simplifying the problem [96, 97]. This

latter approach has been adopted here.

9
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This chapter first provides an overview of soot formation in gaseous hydrocarbon combustion and out-

lines the different modelling techniques used for soot. Following this brief overview, the mathematical

model employed in the thesis to describe soot formation and oxidation is presented.

2.1 Background

2.1.1 Chemistry

Various species are hypothesized to be key gaseous soot precursors such as polyacetylenes or polyynes [98–

100], ionic species [101, 102], and PAHs [31, 32, 103, 104]. Of these different hypotheses, PAHs are the

most widely accepted soot precursors. In the PAH model, aliphatic fuels are first broken down through

pyrolysis into smaller hydrocarbon molecules and free radicals [105]. Following this process, single or

double ring aromatic species such as benzene, phenyl, or naphthalene are formed which serve as nuclei for

the growth of larger PAHs. The formation mechanisms for these first aromatic ring species are not known,

but the most important reactions in aliphatic flames include the recombination of propargyl, the addition of

allyl to propargyl, and cyclopentadienyl recombination [106]. Further growth of one- and two-ring aromatics

into larger multi-ring structures is believed to follow the hydrogen-abstraction/acetylene-addition (HACA)

pathway proposed by Frenklach and Wang [103, 107]. This pathway is a repetitive two-step sequence

involving the abstraction of a hydrogen atom from an aromatic molecule and subsequent acetylene addition

to the newly formed radical site. Other species have also been suggested responsible for aromatic ring

growth such as methyl, propargyl, and cyclopentadienyl [54, 108–112]. Frenklach and coworkers suggested

that hydrogen atom migration reactions may also be important [113–116].

At some point in the growth of larger and larger cyclic hydrocarbon structures, solid carbonaceous

particles appear. These particles are believed to form as a result of condensation or combination reac-

tions between larger aromatic structures [103, 117–119] and are roughly 500 to 2000 amu in size [120].

Molecules around this size are large enough to be held together by Van der Waals forces. Once nucleated,

these particles grow via surface reactions either through acetylene addition [121, 122], PAH addition [123],

or a combination of both [124]. Surface growth accounts for most or almost all of the total soot mass

produced [120].

Soot is constantly oxidized by gaseous species such as O, O2, and OH into carbon monoxide and water

vapour. This process is in direct competition with the reactions that produce soot mass and is a key factor in

determining the overall soot yield in a particular flame. Studies have indicated that soot particle oxidation

occurs primarily by OH radicals under most conditions [30, 125] and by O2 in lean or OH-deficient envi-

ronments. Carbon dioxide does not appear to directly oxidize soot, rather it suppresses soot formation by

reducing H-radial concentrations [126, 127]. Studies show that the overall soot yield is strongly affected by

the oxidation of important precursor species, such as aromatics, prior to the formation of the soot particles

themselves [128–131]. Unlike for soot, the oxidation of precursors via reactions with O2 is significantly

more important than those with OH [130].
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2.1.2 Aerosol Dynamics

Accurate models for soot formation and oxidation in gaseous combusting flows must correctly predict the

particle size distribution (PSD) and track its evolution over time. The PSD, which is governed by the

general dynamic equation (GDE), defines the specific amount of particles present in a system according

to their sizes [132]. It is required because many of the steps involved in the production of soot, such as

aggregate formation, nucleation, and surface reactions, are dependant upon properties of the soot aerosol.

Unfortunately, analytic solutions for the GDE do not exist [133, 134] and direct numerical solution can be

computationally impractical [135]. Numerical difficulties arise primarily because aerosol dynamics involve

a wide range of scales from a few nanometers to at least 10 micrometers [134]. Additionally, processes that

affect the size and chemical structure of aerosols are highly nonlinear while the GDE itself involves many

degrees of freedom.

Several approximate treatments exist to overcome these difficulties. Among the popular choices are the

method of moments [135–137] and the sectional approach [133, 138–140] which both attempt to simplify

the representation of the particle size distribution in some manner. Sectional methods divide the particle

size distribution into a discrete number of sections or bins for which conservation of the integral form

of the GDE is solved. They have proved successful for the study of soot in several areas including the

structure of soot particles and aggregates [141–144], one-dimensional flames [32, 108, 145, 146], two-

dimensional flames [17–19, 49, 50, 58, 70, 71, 147–149], and turbulent diffusion jet flames [150]. Moment

methods require much less computational effort since only the time dependence of moments of the PSD are

tracked. The moment method has been applied to study soot formation in perfectly stirred reactors [151],

one-dimensional laminar premixed flames [31, 103, 107, 124, 152, 153], opposed-jet ethylene diffusion

flames [154], two-dimensional laminar diffusion flames [57, 68], and turbulent flames [155–162].

A simpler approach, which is applied in this work and described in more detail in the following sec-

tions, assumes a uniform particle size distribution and solves the GDE for one or two moments of the

PSD: soot volume fraction and number density, for instance. This approach is commonly used in large

multi-dimensional simulations with complex geometry since it requires less computational effort than a full

sectional or moment representation. Successful applications include opposed jet diffusion flames [163–165],

laminar jet diffusion flames [22–24, 28, 48, 60, 60, 63–67, 166–172], and turbulent flames [173–179].

2.1.3 Computational Modelling

One of the first detailed kinetic modelling efforts was performed by Frenklach et al. [180], who devel-

oped a quantitative chemical kinetic model for soot formation based on the PAH hypothesis. Frenklach

and Wang [107] later added a solid phase sub-model using the method of moments to describe particle nu-

cleation, coagulation, and surface growth/oxidation. This particular model has been updated several times

over the years and successfully applied to various premixed hydrocarbon flames operating at pressures up

to 10 bar [31, 124, 152, 153]. D’Anna and Violi [110] developed a detailed gas-phase kinetic mechanism

describing the formation of two- and three-ring PAHs via the various pathways discussed in Section 2.1.1.

This mechanism was later modified to include the growth of larger PAH structures [56, 119] and a sub-



12 Chapter 2. Soot Formation and Oxidation

mechanism for particle inception, coagulation, growth, and oxidation [57]. D’Anna and Kent [58] extended

this work to predict particle size distributions with a sectional model while D’Anna and Kent [17] included

formation pathways for nano-sized particles and their coagulation to larger soot particles. Another impor-

tant detailed modelling effort is the kinetic scheme of Richter and Howard [104] describing the formation of

heavy hydrocarbons up to C30H10 and the extension of this scheme by Richter et al. [32] to include particle

formation.

Detailed schemes such as those previously discussed are computationally prohibitive when applied to

complex multi-dimensional geometries and large systematic studies. They require hundreds of intermediate

species and thousands of elementary reactions to describe the gas-phase kinetics alone. In multiple dimen-

sions, transport equations must be solved for each gaseous species as well as for each aerosol section or

moment. The large number of unknowns and wide range of physical scales results in a large, stiff system

that requires substantial computational resources to solve. Empirical and semi-empirical methods are much

easier to solve numerically. These methods apply reduced mechanisms for soot formation and oxidation

with simplified aerosol representations (see, for example, [29] and references therein). One of the first

popular semi-empirical models was the simple two-step kinetic model of Tesner et al. [181, 182]. Others

have made improvements over Tesner’s original treatment by incorporating more physical and chemical

features [183–186].

More realistic semi-empirical models use rate equations to account for chemistry and solve a small

number of conservation laws for quantities such as soot volume fraction and number density. They include

specific rates for soot inception, surface growth, coagulation, and oxidation. One particularly early example

is the flamelet approach proposed by Moss et al. [187] for modelling soot formation in diffusion flames. In

their work, the authors solved balance equations for both soot particle number density and volume fraction

with rates computed based on the local mixture fraction. A similar approach was applied to turbulent flames

by Syed et al. [188]. Young and Moss [189] extended these previous flamelet formulations by fully coupling

soot formation and radiation to the flame calculations, eliminating prior post-processing strategies. Honnery

and Kent [190–192] attempted to improve the mixture fraction approach by mapping soot growth rates in

diffusion flames as functions of both mixture fraction and temperature. This was motivated by the fact that

previous correlations based only on the mixture fraction provided poor agreement with measurements.

Kennedy et al. [167] took a slightly different approach than those described above. They assumed a

constant number density and only added one equation for volume fraction to the standard governing equa-

tions for gaseous combustion. This assumption worked well for flames with high soot loading but provided

poor results when applied to lightly sooting flames. Several researchers made improvements to this model,

such as extending it to predict the growth of PAHs in laminar diffusion flames [193] and adding a soot

intermediate to widen the range of applicable fuels [194].

Lindstedt and co-workers developed a more realistic set of soot models applicable for both laminar and

turbulent flames [96, 97, 195, 196]. These models use a simple kinetic mechanism based on acetylene as the

sole precursor responsible for the nucleation and growth of soot particles. Surface growth was assumed first

order in acetylene concentration and dependent upon some function of the aerosol surface area. Two trans-
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port equations are solved in their model: one for the soot mass fraction, and one for the soot particle number

density. Lindstedt [197] later added benzene as a possible precursor species with a kinetic mechanism for the

production of C3 and C4 species. Other improvements to the original formulation described by Fairweather

et al. [97] include, for example, those proposed by Kennedy et al. [48]. These authors added soot particle

thermophoresis and replaced the oxidation mechanism with the more realistic Nagle-Strickland-Constable

model [198]. OH oxidation was also added because it was found to be particularly important when mod-

elling ethylene diffusion flames. Despite these and many other enhancements, the original models of Leung

et al. [96] and Fairweather et al. [97] have been widely used over the years due to their excellent balance

between accuracy and computational efficiency.

With the recent improvements in computer hardware and numerical methods, it is possible to apply

detailed soot models such as those discussed previously to fundamental laminar flame studies [18, 53, 70].

Researchers have therefore begun focusing on creating more complex models with many pathways and phys-

ical aspects. Despite this, semi-empirical models still have an important use; they are applied extensively in

large multi-dimensional computations of turbulent laboratory flames [161, 199–202]. These mathematical

models for turbulent flames cannot, however, be confidently applied to practical devices. Gas turbines and

diesel engines operate at pressures beyond which any soot model has been fully validated. Therefore, a

simple semi-empirical model was chosen in the present work to fully assess its predictive capability at high

pressures and identify areas for further improvement.

2.2 Mathematical Model

The remainder of this chapter focuses on the description of a semi-empirical model for the formation and

destruction of soot. This particular implementation follows the approaches presented by Leung et al. [96]

and Fairweather et al. [97], and includes the modifications made by Liu et al. [60]. The aerosol representation

is first presented and followed by the kinetic sub-model. The integration of the soot model into the equations

governing the gas-phase is discussed later in Chapter 3.

2.2.1 Aerosol Description

The mathematical representation employed to describe the suspended soot particles and their interactions

with the gas is simplified to help reduce the overall complexity of the problem. It assumes that soot particles

are perfectly spherical and coalesce instantaneously upon collision to form a new spherical particle with the

same equivalent mass. Particles are also assumed to have a constant composition and material density which

implies that either a mass- or volume-based representation for the PSD may be used interchangeably. As a

result of these assumptions, the PSD is completely described by a single quantity n(v). It is defined by

dN = n(v) dv (2.1)
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where v is the particle volume, and dN is the concentration of particles in the size range v to v + dv. The

evolution of n(v) is governed by [132]

∂n
∂t

+ ∇ · n~Vp +
∂I
∂v

=
1
2

∫ v

0
β(̃v, v − ṽ)n(̃v)n(v − ṽ) d̃v −

∫ ∞

0
β(v, ṽ)n(v)n(̃v) d̃v + S (v) (2.2)

where ~Vp is the soot particle velocity, I = n · dv
dt is the particle current, dv

dt is the migration velocity through

v space (surface growth rate), β(v, ṽ) is the collision kernel for two particles of volume v and ṽ, and S (v)

is the nucleation rate. The first term on the left-hand-side of Eq. (2.2) describes the time rate of change of

number density and the second accounts for the advection of particles. Change in number density via surface

growth is represented by the third term. On the right-hand-side, the first two terms account for particle

coagulation and the last term accounts for changes in number density through nucleation. Equation (2.2)

represents a continuous particle size distribution and is valid when the particle size v is much larger than the

molecular volume. It is most suitable for populations with constant composition particles that can take on

any size [203].

Both the total number concentration, N∞, and the volume fraction, φ, are moments of particular interest.

They are the zeroth and first volume moments of the particle size distribution, defined by

N∞ =

∫ ∞

0
n(v) dv (2.3)

φ =

∫ ∞

0
n(v)v dv (2.4)

The dynamic equation for N∞ is obtained by integrating Eq. (2.2) with respect to v over all values of v.

A similar approach is performed for the volume fraction except that Eq. (2.2) is multiplied by v before

integration. Since most multi-component combustion formulations of the compressible gas equations are

designed to conserve mass, it is desirable to formulate the dynamic equation for N∞ and φ in terms of the

number of soot particles per unit mass, Ns, and soot mass fraction, Ys, respectively. For a dilute particle

phase [204]

N∞ = ρNs and φ =
ρ

ρs
Ys

where ρ is the gas-particle mixture density and ρs is the density of the soot particle material. The resulting

two transport equations for Ns and Ys are

∂

∂t
(ρYs) + ∇ ·

[
ρYs(~v + ~VY )

]
= S Y (2.5a)

∂

∂t
(ρNs) + ∇ ·

[
ρNs(~v + ~VN)

]
= S N (2.5b)

where ~v is the mixture velocity, ~VY and ~VN are soot diffusion velocities which include contributions from

both thermophoresis and Brownian motion. The variables S Y and S N are the source terms for Ys and Ns,

respectively, due to nucleation, growth, oxidation, and coagulation. They are defined in the section to follow.

One of the major shortcomings of this formulation is the assumption of instantaneous coalescence and
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its effect on particle surface area. Soot particle growth and oxidation rates are highly dependant upon the

availability of reactive surface sites and the particle surface area [24, 152]. As a consequence, the correct

treatment of soot particle agglomeration is necessary to accurately predict the chemical interactions between

the gas and soot [52]. When two particles collide and stick together, they form some type of agglomerate

structure. At one extreme, they coalesce instantaneously to form a new spherical particle. At the other

extreme, which is called perfect agglomeration, particles are essentially rigid spheres that collide and attach

at the point of contact between the two. The main difference is that surface area is conserved during perfect

agglomeration while it is destroyed when two particles coalesce. Actual agglomerates formed in sooting

flames lie somewhere in between these two limiting cases [205].

2.2.1.1 Brownian Motion

Aerosol transport processes take place at both small and large scales. The particle-scale (small) processes

involve the transfer of mass, momentum, and heat between the particle and surrounding fluid. Processes

such as the movement of particle clouds under the influence of temperature or concentration gradients occur

at the larger scales. These two scales are strongly coupled since particle flux is proportional to the product

of a large-scale gradient and a coefficient depending on particle-scale (small-scale) transport processes.

Analysis of particle-scale transport is simplified in two limiting regimes which are determined by the

particle Knudsen number, Kn. The Knudsen number is defined as Kn = 2λ/dp where λ is the mean-free-path

of the gas molecules and dp is particle diameter. When particles are large compared to the mean-free-path of

the gas, Kn � 1, transport processes from the gas to the particle surface are well described by the equations

of fluid mechanics for continuous media. This limit is referred to as the continuum limit. The other limit,

called the free-molecular limit, occurs when the particles are small and Kn � 1. Here the presence of

the particle does not affect the motion of the molecules near the particle surface and kinetic theory applies.

For all intermediate Knudsen numbers between the two limits, semi-empirical interpolation formulas are

typically applied [132].

When small particles suspended in a fluid are subjected to concentration gradients, diffusion or Brownian

motion drives them from regions of high to low concentrations. These particles exhibit a random motion

caused by fluctuating forces that are exerted on them by the surrounding molecules. The resulting diffusive

flux of particles is given by [132]

Jx = −D
∂n
∂x

(2.6)

where D is the diffusion coefficient and Jx is in units of particles/m2/s. In multiple dimensions, the rate of

change of the PSD due solely to diffusion is

∂n
∂t

= −∇ · ~J = ∇ · (D∇n) (2.7)

An expression for the diffusion coefficient based on the size of the particle and local gas properties can be

derived from the one-dimensional form of Eq. (2.7). Small particles share the molecular-thermal motion

of the fluid and therefore Brownian motion is directly related to the motion of gas molecules. Assuming
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that the principle of equipartition of energy applies to the translational energy of the particles, the diffusion

coefficient is obtained from Eq. (2.7) as

D =
kBT

f
(2.8)

where kB = 1.38 × 10−23 m2 kg s−2 K−1 is the Boltzmann constant and f is the friction coefficient. Based

on Stokes law for a rigid sphere moving through a fluid at a Reynolds number less than unity, the friction

coefficient f is equal to [132]

f = 3πµdp (2.9)

where µ is the viscosity of the surrounding fluid. Equation (2.9) is only valid in the continuum regime when

Kn � 1 and begins to overpredict particle drag as particle size becomes much smaller than the mean-free-

path of the gas. In the free-molecular regime (Kn � 1), f can be derived from kinetic theory as [132]

f =
2
3

d2
pρ

(
2πkBT

M

)1/2 [
1 +

πα

8

]
(2.10)

where M is the molecular mass for the gas molecules, and α is an accommodation coefficient. The accom-

modation coefficient represents the fraction of the gas molecules leaving the particle surface in equilibrium

with the surface. The remaining fraction of molecules are specularly reflected. A value of 0.9 is generally

used for the momentum transfer accommodation coefficient [132]. The main difference between Eq. (2.9)

and Eq. (2.10) is that f ∝ d2
p in the free-molecular regime and f ∝ dp in the continuum. An interpolation

formula in the form of a correction factor applied to Stokes-law is typically used to cover the entire Kn

range [132]. It has the following form:

f =
3πµd

C
(2.11)

where C is the slip correction factor defined by

C = 1 + Kn
[
A1 + A2 exp

(
−2A3

Kn

)]
(2.12)

The constants A1 = 1.257, A2 = 0.400, and A3 = 0.55 were determined based on experimental data by

Davies [206]. Li and Wang [207, 208] performed a more rigorous derivation for free-molecular drag on

a spherical particle and extended it over the entire range of Knudsen numbers. However, issues related to

numerical stability were encountered when this advanced formulation was tested in multi-dimensional flame

calculations as part of this thesis.

Preliminary calculations were performed to estimate typical values of Kn that occur over the lifetime

of a particle in laminar diffusion flames. These predictions for Kn were carried out by approximating the

hot combustion gases as N2 at 2000 K and assuming that particles vary in size from 1 to 100 nm. This

representative size range was chosen as soot particles are typically a few nanometers in diameter upon

inception and grow into large agglomerates consisting of primary particles with diameters up to 50 nm [29,

209–211]. The effects of pressure and diameter on Knudsen number are provided in Table 2.1. Knudsen

numbers at atmospheric pressure are well above unity for small young soot particles and approach the
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Table 2.1: Effect of pressure and diameter on the Knudsen num-
ber of a spherical particle suspended in N2 at 2000 K.

Pressure (atm) Diameter (nm)

1 40 100

1 117 2.92 1.17
100 1.17 0.03 0.01

transition regime (Kn ≈ 1) with increasing diameter. Particle Knudsen numbers are much lower at elevated

pressures, beginning at approximately unity for young particles and decreasing well into the continuum

regime as particles grow. These estimates indicate that formulations for soot particle diffusion coefficients

must remain valid over the entire range of Kn.

Most researchers modelling soot formation in multi-dimensional laminar flames either neglect Brownian

motion [22, 65, 70] or include it under the assumption that particles remain in the free-molecular regime [18,

50, 127, 146]. Kennedy et al. [167] neglected Brownian motion but included an artificially small soot

diffusivity to help smooth out numerical oscillations. More recently, Zhang et al. [19, 71] included the

effects of Brownian motion over the entire Knudsen number regime in their detailed sectional model using

the interpolation formula proposed by Sorensen and Wang [212]. Brownian motion was neglected in this

work because of numerical issues encountered resulting from the fact that D ∝ dn
p where n < 0 (n = −1

in the continuum and n = −2 in the free-molecular regime). Rather, the same approach as Kennedy et al.

was employed; a small Fickian diffusive flux was included in the soot particle transport equations. This was

required to enhance numerical stability even though the transport of soot via Brownian motion is generally

negligible. The resulting diffusion velocities for soot are

~VY = −Ds

Ys
∇Ys + ~VT (2.13)

~VN = −Ds

Ns
∇Ns + ~VT (2.14)

where Ds = 10−8 m2/s is the soot diffusion coefficient. The thermophoretic velocity of soot, ~VT, appearing

in the two expressions above, is defined in the next section.

2.2.1.2 Thermophoresis

Temperature gradients can also induce the motion of small particles and drive them from regions of high to

low temperature. This phenomenon is called thermophoresis and is closely related to the thermal diffusion

processes in multi-component gases. Subjected to a temperature gradient, particles much smaller than the

mean-free-path (Kn � 1) are bombarded by high-energy molecules on the hot side which induces a velocity

that can be computed using gas kinetic theory as [213]

~VT = − 3
4(1 + πα/8)

µ

ρT
∇T (2.15)
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where the thermal accommodation coefficient, α, which represents the fraction of heat transferred between

the particle surface and the colliding molecules, is usually about 0.9 [132, 146]. Thus, Eq. (2.15) can be

approximated by
~VT ≈ −0.55

µ

ρT
∇T (2.16)

When particles subjected to temperature gradients are much larger than the mean-free-path (Kn � 1),

Eqs. (2.15) and (2.16) no longer apply [214]. Brock [215] derived an expression for the resulting ther-

mophoretic velocity in the limit that Kn � 1 based on the continuum equations for fluid mechanics with

slip-corrected boundary conditions. It is derived by equating the drag force to the thermophoretic force and

equal to

~VT = −
2Cs

(
kg
kp

+ CtKn
)

(1 + 2CmKn)
(
1 + 2 kg

kp
+ 2CtKn

) µ

ρT
∇T (2.17)

where Cs, Ct, and Cm are dimensionless constants related to kinetic theory, kg and kp are the gas and particle

thermal conductivities. Since this relation is only valid in the continuum regime, Talbot et al. [216] proposed

a fitting formula valid for all Kn that approaches Eq. (2.15) in the free molecular limit and Eq. (2.17) in the

continuum limit. It is given by

~VT = −
2Cs

(
kg
kp

+ CtKn
)

C

(1 + 3CmKn)
(
1 + 2 kg

kp
+ 2CtKn

) µ

ρT
∇T (2.18)

where C is defined in Eq. (2.12). Suggested values for the constants are Cs = 1.17, Ct = 2.18, and Cm = 1.14

for perfectly diffuse reflection and complete thermal accommodation. Li and Wang [217] also proposed an

expression for the thermophoretic velocity, but it is only valid for particles in the free-molecular limit.

Multi-dimensional soot models for laminar flames generally compute soot particle thermophoretic ve-

locities based on Eq. (2.15) or (2.16) [18, 19, 22, 50, 70, 71, 127, 146]. However, preliminary calculations

using Eq. (2.18) revealed numerical stability and convergence issues similar to those discussed in Sec-

tion 2.2.1.1. These issues are attributed to the inverse dependence of ~VT on dp. For these reasons, the

free-molecular thermophoretic velocity defined by Eq. (2.16) was used for all of the flames considered

herein.

2.2.2 Soot Chemistry

Soot formation and destruction was modelled using the simplified soot kinetics described by Liu et al.

[22, 60]. This model is based on the reduced soot mechanisms of Leung et al. [96] and Fairweather et al. [97]

which describe the evolution of soot through four basic steps — nucleation, surface growth, coagulation,

and oxidation. Acetylene is assumed to be the only precursor responsible for the presence of soot. The
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resulting mechanism is

C2H2 −−→ 2 C(s) + H2 (R2.1)

C2H2 + n·C(s) −−→ (n + 2 ) ·C(s) + H2 (R2.2)

C(s) + 1
2 O2 −−→ CO (R2.3)

C(s) + OH −−→ CO + H (R2.4)

C(s) + O −−→ CO (R2.5)

n·C(s) −−→ Cn(s) (R2.6)

It follows from the mechanism above that the source term in Eq. (2.5a) can be written as

S Y = 2Ms(R1 + R2) − (R3 + R4 + R5)As (2.19)

where Ms is the molar mass of soot (assumed equal to the molar mass of carbon, 12 kmol/kg) and As is the

surface area of soot per unit volume of aerosol. The terms R3, R4, and R5 are the soot oxidation rates for

reactions involving O2, OH, and O, respectively. The terms R1 and R2 are the soot nucleation and surface

growth rates defined by

R1 = k1[C2H2] (2.20)

R2 = k2 f (As)[C2H2] (2.21)

The function f (As) incorporates the dependence of soot surface growth on the soot surface area per unit

volume, As. Proposed forms of f (As) include: f (As) = A0.5
s [96] and f (As) = As [97]. Here we have used

the first relationship. The corresponding rate constants k1 and k2 are given by [60]

k1 = 1000 exp(−16 103/T ) (2.22)

k2 = 1750 exp(−10 064/T ) (2.23)

Surface area is related to the soot mass and number density by

As = π

(
6
π

1
ρs

Ys

Ns

)2/3

(ρNs) (2.24)
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where ρs is the density of soot, taken to be 1900 kg/m3. The oxidation reaction rates per unit surface area

are modelled by [22]

R3 = 120

 ka pO2
χ

1 + kz pO2

+ kb pO2
(1 − χ)

 (2.25)

R4 = ϕOHk4T−1/2 pOH (2.26)

R5 = ϕOk5T−1/2 pO (2.27)

where

χ =

1 +
kT

kb pO2


−1

(2.28)

The symbols pO2
, pOH, and pO denote the partial pressures of O2, OH and O in atm, respectively. The

collision efficiencies for OH, ϕOH, and O, ϕO, were both assumed equal to 0.2. The rate of soot oxidation by

O2 was based on the Nagle-Strickland-Constable model [198] with the rate constants ka, kb, kz, kT , and k4

taken from Moss et al. [218]. The rate constant k5 was taken to be equal to the value used by Bradley et al.

[219].

The source term in Eq. (2.5b) represents the production and destruction of the soot particle number

density with nucleation and agglomeration. It is modelled herein as follows:

S N =
2

Cmin
NAR1 − 2Ca

(
6Ms

πρs

)1/6 (
6kBT
ρs

)
[C(s)]1/6(ρNs)11/6 (2.29)

where NA is Avogadro’s number (6.022 × 1026 kmol−1), Cmin is the number of carbon atoms in the incipient

soot particle, Ca is the agglomeration rate constant, and [C(s)] = ρYs/Ms is the molar concentration of soot.

Leung et al. [96] set the number of carbon atoms to 100 which corresponds to a particle size of 1.24 nm.

The authors suggested that the results are not strongly dependant on the initial size provided that nucleated

particle sizes are between 1 to 10 nm. A minimum size of 6 nm (Cmin = 9 × 104) was used by Fairweather

et al. [97] while Liu et al. [60] specified a particle size of 2.4 nm (Cmin = 700). Values for Ca of 3 [24, 97]

and 9 [96, 155] have been used.

Based on the recommendations of Liu et al. [22, 60], coalescence was neglected by setting Ca to zero.

In fact, Ezekoye and Zhang [24] achieved better agreement with experimental measurements for surface

area when coalescence was neglected. The minimum number of incipient carbon atoms was taken to be

Cmin = 700.

2.2.2.1 Numerical Stability

Several issues related to numerical stability and convergence were encountered using the previously de-

scribed soot model. First, both S Y and S N are functions of Ys and Ns raised to sub-unity powers. For

example,

S Y ∝ Y1/3
s N1/6

s and S N ∝ Y1/6
s (2.30)
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y = β(x) f (x)

y = f (x)

f (x) = x1/6
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Figure 2.1: Blending function applied to soot source terms.

As a result, derivatives of S Y and S N with respect to Ys or Ns become infinite as Ys → 0 or Ns → 0.

Additionally, oscillations in Ys or Ns caused by round-off and numerical diffusion errors can produce large

fluctuations in the source terms when Ys and Ns are small. Both of these issues caused the Newton-Krylov

time-marching algorithm employed in this work to solve the governing PDEs to stall (see Section 5.1.6

for a complete description of the proposed numerical solution algorithm). To overcome this stall, As was

modified by applying a blending function to eliminate any on/off switching experienced by S Y and smooth

its derivative with respect to Ys and Ns. The modified surface area is given by

A∗s = β(Ys)β(Ns)As (2.31)

where the blending function, β(x), is defined as

β(x) = 1.0 − exp
[
−5

( x
ε

)2
]

(2.32)

with ε = 10−6. The modification was applied by replacing As with A∗s in Eqs. (2.19) and (2.21).

The effect of the blending function is illustrated in Fig. 2.1. Applied to a function f (x) = x1/6 represent-

ing the relationship between S Y and Ys, β(x) activates for x < ε and ensures that ∂ f
∂x |x=0 remains finite. The

net result is a system of governing equations that are much easier to solve numerically without any spurious

oscillations in the resulting solutions.





Chapter 3

MATHEMATICAL MODELLING OF

REACTING GASES

Describing the physical processes that govern reacting gaseous flows is a challenging task complicated by

interactions between chemistry and fluid transport processes. Hydrocarbons undergo thousands of reactions

during combustion that generate intermediate molecules or radicals in times as short as several millisec-

onds. Soot particle formation occurs on a similar timescale [220] with the inception process lasting a few

milliseconds [221]. In contrast, transport processes such as convection and molecular diffusion occur at a

much slower rate. Laminar diffusion flames are therefore considered a specific class of combusting flows

with a wide range of temporal and spacial scales. This disparity between scales poses significant challenges

to the design of efficient computational fluid dynamics (CFD) solvers because stability characteristics are

governed by the fastest moving timescales while convergence characteristics are governed by the slowest

ones.

Laminar reacting flows are generally described mathematically using the conservation equations for

compressible, thermally-perfect, gaseous mixtures and the ideal gas equation of state (EOS) [222]. Many

have modified these equations to deal with two-phase flows in sooting flames by adding transport equations

for quantities related to soot and modifying the EOS [50, 53, 60, 65, 70, 223]. Such an approach works

well at atmospheric pressure, but fails at elevated pressures near the critical point where deviations from

the ideal gas law and non-equilibrium effects are large. As a result, many of the simplifying assumptions

commonly employed are invalid at elevated pressures and researchers are required to use more realistic and

costly models. For instance, including real gas effects with a cubic EOS and corresponding thermodynamic

functions for enthalpy, heat capacity, and sound speed adds significant iteration and solution time [224].

Sophisticated models such as these are generally restricted to simple problems since current computational

resources are not sufficient to simultaneously model real gas effects, soot formation, complex chemistry,

and radiation transport in multi-dimensional laminar flames. For this reason, the more standard modelling

techniques that can only be applied to flames under atmospheric conditions are applied herein. Nonetheless,

it is very instructive to review the implications of using these standard models for treating flames at high

pressures.

23
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Figure 3.1: Generalized compressibility chart computed using the Van der Waals equation of state.

This chapter first provides a brief overview of modelling laminar flames and the challenges that are

faced at elevated pressures. This overview is proceeded by a detailed description of the governing equations

used to characterize the reacting, sooting flow. The techniques used to model radiation heat transfer and the

numerical algorithm used to solve the overall system are discussed in Chapters 4 and 5.

3.1 Background

3.1.1 Real-Gas Effects

Most practical combustion devices such as diesel engines or gas turbines operate at pressures well in ex-

cess of atmospheric conditions. Gas turbines combustors operate anywhere from several to 40 atm while

pressures inside diesel engines can exceed 100 atm. At these pressures, the use of the ideal gas law is

questionable [225].

Most gases of practical interest can be treated as ideal gases with little or no error at low pressures

and high temperatures. However, deviations from ideal gas behavior occur at or near the critical point

where pressures are high and temperatures relatively low. These deviations result from the fact that as gases

become more dense, molecules move closer together and become more tightly packed. Repulsive Van der

Waals forces become larger as molecules move closer together and the volume occupied by the molecules

themselves becomes significant. Increasing pressure further cannot move molecules any closer together and,

as a result, the volume occupied by the gas becomes larger than if it were an ideal gas.

Deviations from ideal gas behavior are measured by the compressibility factor, Z, which is the ratio of

the actual volume per unit mole gas to that for an ideal gas. It is defined as

Z =
pV
R̄T

(3.1)

where V is the molar volume of the gas and R̄ = 8.314 kJ kmol−1 K−1 is the perfect gas constant. This factor

is unity for an ideal gas. The effects of temperature and pressure on Z are illustrated in Fig. 3.1 using the
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Table 3.1: Critical temperatures and pressures of several
gases [226].

Species Temperature (K) Pressure (MPa)

Air 132.5 3.77
N2 126.2 3.39
O2 154.6 5.04
CO 132.9 3.50
CO2 304.1 7.38
H2 33.2 1.30
H2O 647.3 22.12
CH4 190.4 4.60
C2H2 308.3 6.14
C2H4 282.4 5.04

Van der Waals EOS to compute Z for a given reduced temperature, T/Tc, and pressure, p/pc. The variables

Tc and pc correspond to the temperature and pressure at the critical point, respectively. As shown in the

figure, non-ideal gas effects are the most significant at the critical point where the gas and liquid phases can

not coexist in equilibrium. Above the critical point, fluids exhibit characteristics of both gases and liquids

such as liquid-like densities and gas-like properties [226].

The critical temperature and pressure of several gases relevant to hydrocarbon combustion are tabulated

in Table 3.1. Many of these gases have critical pressures between 20 to 60 atm, which is within the operating

range of most practical combustion devices. For example, consider methane at 60 atm and 300 K. This state

corresponds to a compressibility factor of approximately 0.88. At the same conditions, ethylene has a

compressibility factor of 0.5 while N2 and O2 are both roughly 0.95. The compressibility of all these gases

quickly approaches unity as temperatures are increased. As such, errors related to the ideal gas law are

expected to be larger in the cold fuel stream, especially for high-pressure ethylene flames.

Reid et al. [226] provide a large compilation of the different methods for modelling non-ideal equations

of state. Common methods usually make use of multi-parameter correlations based on functions of Tc, pc,

and some other parameter [227, 228]. Popular forms of cubic EOSs include those of Redlich and Kwong

[229], Soave [230], and Peng and Robinson [231]. Higher-order virial expansions also exist, e.g. see Lee

and Kesler [227].

Despite the large errors encountered when applying ideal gas models at high pressures, more accurate

real gas models are too computationally demanding for large problems. Such models make use of compli-

cated relations between pressure, temperature and volume that generally require iterative methods to solve.

They are accompanied by complex relations for thermodynamic quantities such as enthalpy, heat capacity,

and acoustic speed which correspond to the specific EOS. These thermodynamic relations are generally for-

mulated in terms of departure functions that estimate the deviation from ideal gas behavior. As a result of

the added complexities, including real gas effects with a more detailed EOS is generally limited to simplified

systems. Example applications include binary and tertiary mixing layers [225, 232–234], zero-dimensional

reactors [235], and one-dimensional counter-flow diffusion flames [236–238]. Some of the more relevant
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results include those of Sohn et al. [236] and Ribert et al. [238] who both studied high-pressure counter-flow

diffusion flames using a numerical approach. Sohn et al. found that real-gas effects significantly affected the

flame structure and extinction characteristics of these types of flames. Ribert et al. reported large variations

in the compressibility factor across the flame and also observed large changes in thermodynamic and trans-

port properties. The resultant influence on the flame properties was less dramatic, however, since the fluid

behaviour approximates that of an ideal gas in the high temperature flame region.

3.1.2 Heat and Mass Flux

The Navier-Stokes equations extend the Euler equations by allowing small deviations from local thermody-

namic equilibrium (LTE) through the viscous and heat conduction terms. These deviations include the flux

of heat resulting from temperature gradients, called Fourier conduction, and the flux of mass resulting from

concentration gradients, known as Fickian diffusion. There are also other non-equilibrium or irreversible

effects which can become important as pressure increases such as the Soret and the Dufour effects [239].

The Soret effect, also called thermal diffusion, is molecular transport induced by a temperature or pres-

sure gradient while the Dufour effect is the flux of energy produced by concentration or pressure gradients.

The two are generally referred to as “cross-diffusion” effects and there is significant evidence that they can

be important at both atmospheric pressures [65, 240–243] and high pressures [225, 233, 237, 238, 244].

In some cases the effects of cross-diffusion were found to increase with pressure [237, 245]. Bellan [246]

demonstrated that Soret mass diffusion becomes more prominent as pressure is increased while Fickian mass

diffusion is greatly reduced. Dufour effects were generally found to be minor [238, 240, 241] while Soret

diffusion was particularly important when large differences in molecular masses existed [65, 225, 244]. This

forms the basis for a commonly applied simplifying assumption that Dufour effects are negligible and that

Soret effects can also be neglected unless there are species with largely differing molecular weights [242].

Typically, only the Soret transport for light species such as H and H2 in H2-air flames are modelled. Rosner

et al. [242] argued that Soret transport is also important for heavy fuel vapor species and heavy intermediates

such as soot precursors and PAHs. In more recent studies, Soret diffusion was shown to significantly affect

soot production in diffusion flames through its impact on the pyrolysis zone [18, 65, 247].

Soot predictions in diffusion flames do not appear to be significantly affected by the choice of molecular

diffusion model, i.e., mixture-averaged versus full multi-component [18]. However, the chosen molecular

diffusion model can have a large influence on numerical results in some cases [248].

3.1.3 Chemistry

Hydrocarbon oxidation is a highly nonlinear process that depends strongly on pressure. As a result, pressure

has a significant influence on key chemistry-related combustion phenomena such as flame propagation rate,

extinction and flammability limits, flame front instabilities, and the formation of pollutants [236, 249–253].

This influence of pressure on chemistry manifests through the dependence of the reaction rates on density

and, as a result, pressure variations alter the reaction orders (the pressure exponents of Arrhenius reactions)

and reaction rates. The two main phenomena that play a prominent role in this pressure-chemistry depen-

dence are the fall-off behavior and chain mechanisms [253]. Fall-off behavior refers to the strong asymptotic
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pressure dependency that uni-molecular or recombination reactions display due to the involvement of a colli-

sion partner molecule [254, 255]. Chain mechanisms are altered by pressure through the change in emphasis

on key rate controlling steps. For example, increasing pressure increases radical concentrations, which sub-

sequently increases the rates of their involved reactions. Kinetic models for hydrocarbon combustion must

therefore incorporate all of these complex effects of pressure and provide reliable predictions over a wide

range of operating conditions.

Full mechanisms that describe all elementary reactions and intermediates do not exist even for sim-

ple systems such as hydrogen and methane fuels. Nonetheless, there has been a large amount of work on

methane and natural gas combustion which has led to popular mechanisms such as GRI-Mech [256–258].

The latest version, GRI-Mech 3.0, consists of 325 reactions and 53 species. It was validated against experi-

mental measurements for induction time and flame speed, as well as time- and space-resolved concentration

profiles for several important species. The mechanism is optimized for a range of parameters including

temperatures from 1000 to 2500 K, pressures from 10 torr to 10 atm, and equivalence ratios between 0.1 to

5. Tan et al. [259, 260] have also proposed a detailed mechanism for natural gas based on experimental

data collected in a jet-stirred reactor. It was validated against measurements for temperature, ignition de-

lay and species concentrations over a wide range of residence times and operating conditions (1–10 atm,

equivalence ratios between 0.1–1.5, and 800–1400 K). This mechanism has been expanded over the years

to include 99 species and 743 reversible reactions [261, 262].

There have been many modifications made over the years to improve GRI-Mech and extend its valid

range. For example, Petersen et al. [263] made several improvements to GRI-Mech 1.2 in order to model

shock tube ignition delay times for CH4/O2 mixtures at elevated pressures between 40 to 260 atm. Further

modifications to the work of Petersen et al. were made by Huang et al. [264–266] to improve predictions

of ignition delay in various enriched methane-air mixtures. Zhukov et al. [267] found that GRI-Mech 3.0

adequately predicted ignition delay times all the way up to 500 atm yet produced noticeable discrepancies at

low temperatures. The recommendations that were put forth in this particular study were later incorporated

in a new model for the oxidation of alkanes from methane to n-heptane at high pressures [268]. The new

model provided improved predictions for the ignition delay times in methane-air mixtures over a wide range

of operating conditions. Despite these advances, none of the studies previously discussed incorporate real

gas effects in their numerical analysis and none of these mechanisms for methane are validated up to 60 atm

against detailed data for quantities such as species concentration or flame temperature.

There is also considerable interest in ethylene oxidation kinetics due to its importance in the oxidation of

higher hydrocarbons [269]. Ethylene is highly reactive, found in significant concentrations in some practical

fuels, and an important product of pyrolysis for many liquid fuels [270]. A large number of mechanisms for

ethylene oxidation are available in the literature [270–276] although none are validated at the high pressures

encountered in practical combustion devices (i.e., 40 atm and above). Simple ethylene kinetics are included

in GRI-Mech 3.0 but the mechanism was shown to greatly over-predict laminar flame speeds at atmospheric

pressures [277]. Of the available mechanisms for ethylene combustion, some of the more recent works

specifically address high pressure combustion. For example, the mechanism of Varatharajan and Williams



28 Chapter 3. Modelling Reacting Gases

[270] was based on a review of available experimental data for laminar flame speeds and ignition data.

While they could only validate their mechanism for temperatures between 1000 to 2500 K and pressures of

0.5 to 10 bar, fall-off reactions were added to hypothetically provide reasonable results up to 100 bar. Recent

experimental/numerical studies of ignition delay in different ethylene/O2/N2/Ar mixtures at pressures from

15 to 50 bar [278] and 5.9 to 16.5 atm [279] illustrate the inability of current detailed mechanisms to capture

high pressure ethylene kinetics.

3.2 Mathematical Description

The preceding review has highlighted key issues in the mathematical modelling of high-pressure combus-

tion. The remainder of this chapter presents the mathematical model used to describe the reacting flow

and its integration with the soot model described in Chapter 2. The EOS, viscous transport models, fluid

properties, and finite-rate chemical kinetics are also presented.

3.2.1 Governing Equations

Gaseous combusting flow is described herein mathematically using the conservation equations for contin-

uous, multi-component, compressible, thermally-perfect, gaseous mixtures [222]. The equations consist of

the conservation of total mass, individual species mass, momentum, and energy. In addition, modelling soot

formation and destruction in gaseous mixtures requires tracking a solid phase and capturing the interactions

that occur between phases. Interactions between the particle and gas phases — some of which where al-

ready discussed in Chapter 2 — can include mass transfer, momentum transfer via drag, and heat transfer

via particle heating. Particles also interact with each other through collisional processes such as coagulation

and agglomeration.

Particle transport in this work is treated using an Eulerian formulation assuming that the particle phase

is dilute (see Section 2.2.1) and volume affects are negligible [204]. As a result, the particle phase may be

formulated as an additional gas species, which is valid since peak soot volume fractions are not expected to

exceed about 100 ppm for the flames of interest. Furthermore, soot particles generally follow the stream-

lines [30] and do not deviate significantly from the gas temperature [280]. Non-equilibrium momentum and

heat transfer between the solid and gas phases may therefore be neglected since their associated relaxation

times are small in comparison to the fluid time-scales. This means that the velocities and temperatures of

the two phases can be taken to be equal. With the above assumptions, conservation equations for particle

momentum and energy are no longer required; only the change in particle size distribution must be tracked

using Eqs. (2.5a) and (2.5b). This modelling approach for the soot transport is the same as those taken by

Leung et al. [96] and Fairweather et al. [97].

Assuming Newtonian flow, the conservation of global mass, momentum, energy, individual species
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mass, soot mass, and particle number can be summarized as

∂ρ

∂t
+ ∇ · (ρ~v) = 0 (3.2a)

∂

∂t
(ρ~v) + ∇ · (ρ~v~v + p~I) = ∇ · ~τ + ρ~g (3.2b)

∂

∂t
(ρe) + ∇ ·

[
ρ~v

(
e +

p
ρ

)]
= ∇ · (~v · ~τ) − ∇ · ~q + ρ~g · ~v (3.2c)

∂

∂t
(ρYk) + ∇ ·

[
ρYk(~v + ~Vk)

]
= ω̇k, k = 1, . . . ,N (3.2d)

∂

∂t
(ρYs) + ∇ ·

[
ρYs(~v + ~VY )

]
= S Y (3.2e)

∂

∂t
(ρNs) + ∇ ·

[
ρNs(~v + ~VN)

]
= S N (3.2f)

where t is the time, p is the total mixture pressure, e is the total mixture energy, Yk is the mass fraction of

species k, ~Vk is the diffusion velocity of gas species k, ω̇k is the time rate of change of the kth species mass,

~τ is the fluid stress tensor, ~g is the acceleration vector due to gravity, N is the number of gaseous species in

the mixture, and ~q is the heat flux vector. The time rate of change of gaseous species includes contributions

from both gas-phase chemistry and soot surface reactions. Axisymmetric forms of Eqs. (3.2a)–(3.2f) are

provided in Appendix A.

In order to recover global continuity, Eq. (3.2a), from the sum of Eq. (3.2d) over all N species, consis-

tency requires that the following conditions must be satisfied:

N+1∑
k=1

Yk = 1
N+1∑
k=1

Yk~Vk = ~0
N+1∑
k=1

ω̇k = 0 (3.3)

where the (N+1)th species here refers to the solid soot particles. The first property in Eq. (3.3) produces an

over-constrained system of equations. This problem is easily eliminated by removing the mass conservation

equation for the Nth gaseous species and making YN a dependent variable, YN = 1 − ∑
i,N Yi. The second

property states that the net momentum associated with species diffusion is zero and the third states that

chemical reactions do not create or destroy mass. While the third property is easily enforced, satisfaction of

the second requires special attention and is addressed in Section 3.2.3.

3.2.2 Thermodynamics and Equation of State

Despite deviations from ideal behavior that occur when pressures are sufficiently high and temperatures

low, the ideal gas model is used in this work. As already discussed in Section 3.1.1, current computational

resources are generally not sufficient enough to incorporate real gas effects with detailed chemistry, radiation

transport, and soot formation. It is therefore important to estimate the errors introduced by the ideal gas

model and many of the other assumptions made in this thesis.

As a first step, the effects of the particles on the thermodynamic properties of the mixture and the validity

of the dilute phase approximation are investigated. The relationship between the volume fraction, φ, and the
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Figure 3.2: Relationship between soot mass fraction and volume fraction.

mass fraction, Ys, of soot particles is [204]

φ

1 − φ =
Ys

1 − Ys

ρg

ρs
(3.4)

where ρg is the density of the gas. This relationship is plotted in Fig. 3.2 assuming that soot particles are

suspended in N2 at 2000 K and pressures of 1 and 100 atm. The soot volume fraction is relatively small at

1 atm for mass fractions up to 0.8, so one can safely assume that soot occupies a negligible volume compared

to the gas at this pressure. However, this assumption becomes less valid as pressure is increased to 100 atm

since a mass fraction of only 0.05 corresponds to a relatively large soot volume fraction of 500 ppm. As

a result, the dilute phase assumption becomes invalid for highly sooting flames at high pressures. Peak

soot volume fractions no larger than several hundred ppm are expected in this work, so a dilute phase

approximation is still valid.

Using the dilute particle-phase simplifying assumption, the density of the gas-particle mixture can be

related to the gas density by [204]

ρ =
ρg

1 − Ys
(3.5)

Equation (3.5) is not a complete EOS since it does not relate the mixture density to the mixture pressure.

The EOS is derived by considering the effect of the particles on the pressure. Here, the particles are

treated as though they were molecules of an additional gaseous species. If the particles are small enough,

their random motion will be significant relative to the other gas molecules and therefore contribute to the

overall pressure. Following the analysis outlined by Rudinger [204], the ratio of the partial pressure of the

gas, pg, to the overall pressure of the mixture p is written as

pg

p
=

(1 − Ys)/Mg

Ys/Ms + (1 − Ys)/Mg
(3.6)
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Figure 3.3: Particle diameter below which the particle contribution to the pressure exceeds one percent.

where Mg is the molecular weight of the gas phase. The molecular weight of the fictitious gaseous soot

phase is

Ms =
1
6
πd3

pρsNA (3.7)

Substituting Eq. (3.7) into (3.6) and solving for dp in the limit that pg/p ≥ 0.99, we obtain the minimum

particle diameter below which the contribution of the soot particles to the mixture pressure exceeds one

percent. The result, plotted in Fig. 3.3, indicates that soot does not contribute to the mixture pressure as long

as dp remains above several nanometers.

Assuming that the random motion associated with the soot particles is negligible, as is done in the

present study, the pressure of a gas-soot mixture is given by the gas pressure alone

p = ρgRgT (3.8)

where Rg is the individual gas constant. While Eq. (3.8) provides the pressure of the mixture, it only relates

the pressure to the gas phase and cannot represent the EOS for the mixture. Substituting Eq. (3.5) into (3.8)

gives the final mixture EOS as

p = ρ(1 − Ys)RgT (3.9)

where the mixture behaves like a perfect gas with a gas constant R = (1 − Ys)Rg. For a mixture of N perfect

gases and soot, Eq. (3.9) can be written as

p = ρR̄T

 N∑
k=1

Yk/Mk

 , ρ =

N∑
k=1

ρk (3.10)

where R̄ = 8.314 kiloJ/kmol/K is the perfect gas constant and ρk = ρYk. The mixture molecular weight, M,
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is given by
1
M

=

N∑
k=1

Yk

Mk
(3.11)

The internal energy and the enthalpy of the mixture is given by the weighted mean of the constituents as

e = (1 − Ys)eg + Yses (3.12)

h = e + p/ρ (3.13)

The constant-pressure and constant-volume specific heats of the mixture, cp and cv, follow from the simple

mixing rule given by

cp = (1 − Ys)cpg + Yscs (3.14)

cv = (1 − Ys)cvg + Yscs (3.15)

where cs is the specific heat of the soot particle material, assumed equal to the value for graphite (cs =

715 J kg−1 K−1). The corresponding ratio of specific heats is

Γ = γ
1 + δYs/(1 − Ys)

1 + γδYs/(1 − Ys)
(3.16)

where γ = cpg/cvg and δ = cs/cpg. The change in Γ with φ is illustrated in Fig. 3.4. As the particle loading

becomes high, Γ approaches unity and the mixture behaves similar to isothermal flow. This behavior occurs

because the contribution to the mixture specific heat by the particles increases with particle loading. As such,

temperature changes in the gas caused by expansion or compression are compensated by heat transfer from

the particles without significantly affecting their temperature. As Fig. 3.4 illustrates, soot has a significant

effect on Γ at low pressures which diminishes as pressure is increased. This effect of the soot particles on

the mixture specific heat ratio is therefore included in the present research.

Lastly, the effect of the particles on the local sound speed in the mixture is investigated. If the particles

remain in equilibrium with the gas at all times, the mixture behaves like a perfect gas with [204]

a2
e =

ΓRT
(1 − φ)2 = γRgT

1 − Ys

(1 − φ)2

1 + δYs/(1 − Ys)
1 + γδYs/(1 − Ys)

(3.17)

where ae is the equilibrium speed of sound. It assumes that the particle velocity and temperature quickly

catch-up to the gas across any disturbances. Following our previous assumption that the particle volume

fraction is negligible, Eq. (3.17) becomes

a2
e = γRgT (1 − Ys)

1 + δYs/(1 − Ys)
1 + γδYs/(1 − Ys)

(3.18)

The effect of particle loading on the ratio between the equilibrium sound speed and the gas sound speed ag is

illustrated in Fig. 3.5 for pressures of both 1 and 100 atm. Using the negligible volume fraction assumption,
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Figure 3.5: Effect of soot volume fraction on the equilibrium sound speed for the gas-particle mixture.

the mixture sound speed rapidly approaches zero as φ approaches unity. Volume effects become important

as φ increases beyond 0.1 and the two curves computed with and without the φ = 0 assumption deviate.

This occurs as a result of the increasing volume displaced by the soot particles which causes sound waves

to accelerate. The value of ae computed including volume effects becomes infinite at φ = 1 since the sound

speed of the incompressible particle material is effectively infinite. While volume effects are insignificant

below 500 ppm, there is a considerable influence of the soot particles on the mixture sound speed, ae. This

influence is strongest at low pressures and weakens as pressure is increased. The speed of sound for the

mixture was computed herein using Eq. (3.18).
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3.2.3 Heat and Mass Flux

The vector ~q in Eq. (3.2c) accounts for the transport of energy through multiple pathways including Fourier

conduction, species inter-diffusion, Soret and Dufour effects, and radiation. Heat flux resulting from species

inter-diffusion refers to the net flux of enthalpy carried by the individual species molecules. This occurs

when there is a mass flux of component k relative to the bulk mass flux. Soret and Dufour effects have been

neglected in this work as their contribution to the overall heat flux is low in most situations [222]. The heat

flux vector is therefore defined as

~q = −κ∇T + ρ

N+1∑
k=1

hkYk~Vk − ~qrad (3.19)

where hk is the absolute enthalpy (chemical and sensible) of species k and ~qrad is the radiation heat flux.

In general, the determination of individual species diffusion velocities, ~Vk, requires the inversion of a

N × N matrix where N is number of gas species [281, 282]. This inversion is costly when using detailed

mechanisms with hundreds of species, so simplifying assumptions such as constant Schmidt or Lewis num-

ber are usually made to reduce the cost of evaluating ~Vk. A more accurate treatment is the use of mixture-

averaged diffusion coefficients [283]. This is essentially a first-order approximation to ~Vk which assumes

that the diffusive flux of one species into the mixture is independent of the flux of the other species. More

accurate algorithms exist that solve the full system and retain the multi-component nature, but they require

significantly more computational effort than a mixture-averaged formulation. Examples of these algorithms

include the work of Oran and Boris [284], Ern and Giovangigli [285] and Pope and Gogos [286].

The diffusive velocity for each individual species is evaluated in this work using the mixture-averaged

approach. Here, ~Vk is defined as

~VkYk = −Dk∇Yk with DK =
1 − Yk∑

j,k X j/D j,k
(3.20)

where Dk is the equivalent diffusion coefficient of species k into the rest of the mixture, X j is the mole

fraction of species j, and D j,k is the binary diffusion coefficient of species j into species k. Substituting

Eq. (3.20) into (3.2d) and summing over all the species does not fully recover the global continuity equation,

Eq. (3.2a), because
∂

∂xi

ρ N∑
k=1

Dk
∂Yk

∂xi

 , 0 (3.21)

To ensure the global conservation of mass, it is usual to introduce a correction velocity,~Vc, such that [282]

~V ′k = ~Vk + ~Vc (3.22)

where

~Vc = −
N+1∑
k=1

Yk~Vk (3.23)
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and ~V ′k is the corrected diffusion velocity for a gaseous species or soot.

3.2.4 Thermodynamic and Transport Properties

The total internal energy for the mixture, e, and the total mixture enthalpy, h, are computed as follows:

e =

N+1∑
k=1

Ykek +
1
2
|~v|2 (3.24)

h =

N+1∑
k=1

Ykhk +
1
2
|~v|2 (3.25)

where cpk and cvk are taken to be functions of temperature only, ek =
∫ T

0 cvk(T ′)dT ′ and hk =
∫ T

0 cpk(T ′)dT ′.

Thermodynamic properties, transport properties and species net production rates were evaluated us-

ing CANTERA [287], an open-source, object-oriented software package for chemically-reacting flows.

CANTERA evaluates species standard-state properties using NASA polynomials [288–290] which provide

species specific heat, cpk, enthalpy, hk, and entropy, sk, as functions of temperature only. To estimate the

mixture averaged values, CANTERA makes use of Wilke’s formula for viscosity [291] and a combination-

averaging formula for thermal conductivity [292]. Soot is assumed to have no effect on the mixture viscosity

or thermal conductivity.

3.2.5 Gas-Phase Chemical Kinetics

For a set of NR elementary reactions involving N species, the rate equations can be written in the following

general form [222]:
N∑

j=1

v′i j[X j]

N∑

j=1

v′′i j[X j] (3.26)

where [X j] =
ρY j
M j

is the molar concentration for species j, and v′i j and v′′i j are the stoichiometric coefficients

for species j appearing as a reactant in the ith forward and backward reactions, respectively. The forward

and backward reaction rate constants for the ith reaction step, kfi and kbi, respectively, are given by

ki = AiT
β
i exp

(
− Ea

R̄T

)
(3.27)

where Ea represents the activation energy whereas Ai and βi are constants. The forward and reverse rate

constants are related by the equilibrium constant, Kc, as

Kc ≡ kfi

kbi
=

N∏
j=1

[
X j

]v′′i j−v′i j =

( p
R̄T

)∑N
k=1(v′′ki−v′ki) × exp

(
∆G◦i
R̄T

)
(3.28)

where ∆G◦i is the change in standard-state Gibbs free energy for reaction i. The rate of progress variable, qi,

for the ith elementary reaction is

qi = kfi

N∏
j=1

(
ρY j

M j

)v′i j

− kbi

N∏
j=1

(
ρY j

M j

)v′′i j

(3.29)
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which is related to the total rate of change of mass fraction of species j by

ω̇ j =
M j

ρ

NR∑
i=1

(
v′′i j − v′i j

)
qi (3.30)

In some reactions, such as dissociation or recombination, a third-body collision partner is required for the

reaction to proceed. For example,

H + O2 + M −−−⇀↽−−− HO2 + M

The concentration of this effective third body, M, is accounted for by modifying the net rate of progress,

Eq. (3.29), to be

qi =


N∑

j=1

αi j

(
ρY j

M j

)
kfi

N∏
j=1

(
ρY j

M j

)v′i j

− kbi

N∏
j=1

(
ρY j

M j

)v′′i j

 (3.31)

where αi j is the efficiency factor for the jth species contributing to reaction i. Species which contribute to the

reaction as third-bodies have non-zero values for αi j. As previously mentioned in Section 3.2.4, CANTERA

was used to compute the net rates of progress and evaluate Eq. (3.30).

Even though pressure does not appear explicitly in the expression for ω̇ j, there is a strong influence of

pressure on reaction rate through its effect on density and species concentration. As previously mentioned in

Section 3.1.3, this pressure effect manifests itself by affecting chain mechanisms and fall-off behavior. Chain

mechanism effects are incorporated directly into the mechanism and do not require any special treatment.

Fall-off behavior, however, must be treated separately.

3.2.5.1 Fall-Off Behavior

The temperature dependent rate expressions, Eq. (3.27), still apply in the high and low pressure limits.

These expressions must be modified for cases where the pressure lies between these limits in the fall-off

region. With Lindemann theory [254], a blending function, which is based on the rate constants given in

both the low- and high-pressure limits, is used to describe the Arrhenius reactions in the fall-off regime.

This blending function is given by

k = k∞
(

pr

1 + pr

)
F (3.32)

where pr =
k0[M]

k∞ is the reduced pressure, k0 is the reaction rate constant in the low pressure limit, and k∞ is

the rate constant in the high pressure limit. For the Lindemann form, F = 1. An extension to this is Troe’s

fall-off formula [255], which is given by

log F =

{
1 +

[
log pr + c

n − d
(
log pr + c

) ]} log Fcent (3.33)
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where

c = −0.4 − 0.67 log Fcent

n = 0.75 − 1.27 log Fcent

d = 0.14

Fcent = (1 − a) exp
(−T/T ∗∗∗

)
+ a exp

(−T/T ∗
)

+ exp
(−T ∗∗/T

)
and a, T ∗∗∗, T ∗, and T ∗∗ are fitting parameters. The mechanisms employed in this study all make use of

Eq. (3.33) to describe pressure-dependent fall-off behaviour.





Chapter 4

MATHEMATICAL DESCRIPTION OF

RADIATION TRANSPORT

Radiation is the emission and absorption of electromagnetic waves or photons which occurs when materials

undergo translational, rotational and vibrational motions that lower or raise their molecular energy level.

The strength and wavelength at which these photons are emitted depends strongly on the temperature of

the emitting material. Since photons at different frequencies carry vastly different amounts of energy, their

behavior changes drastically throughout the electromagnetic spectrum. For heat transfer analysis, we are

only concerned with the portion of the spectrum where the emissive power or emitted energy is large. This

is called thermal radiation and generally occurs at wavelengths between 10−7 µm (ultraviolet) to 10−3 µm

(infrared) [293]. Emission by a medium is dictated solely due to its temperature within this range.

As photons travel through a medium, they are either attenuated or augmented as the two interact with

each other. A medium which interacts with passing photons is called a participating medium while one

which does not interact with photons is said to be transparent. In hydrocarbon combustion, participating

media include gases such as H2O, CO, CO2 and unburned hydrocarbons as well as clouds of small particles

such as soot. Concentrated regions of these participating gases and soot reach high temperatures in flames

which results in a significant heat loss to the cold surroundings via radiation. In sooting flames, soot radi-

ation dominates and the degree of radiative loss depends strongly on the number density and size of soot

particles [294, 295].

Detailed treatment of thermal radiation is necessary for accurate prediction of the flame structure, species

concentrations, and formation of soot [296]. The net production rates of both soot and the intermediate

gaseous species are highly temperature-dependent [52]. However, modelling radiation is an arduous task

that involves the solution of complex integro-differential equations with many degrees of freedom and widely

varying properties. Numerical solution is usually required as exact solutions only exist for idealized cases

that do not realistically describe typical combusting flows. Two effective numerical techniques for solving

the radiation transfer equation (RTE) are the discrete ordinates method (DOM) [297] and the finite-volume

method (FVM) [298, 299]. Although both methods were evaluated as part of this thesis, the DOM was used

exclusively for the detailed flame calculations in Chapters 6–8. The statistical narrow-band correlated-k

39
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Figure 4.1: Cylindrical coordinate system used for radiative heat transfer analysis.

(SNBCK) method [300] was used to model the spectral absorption coefficient of the gas mixture while the

absorption properties of soot were estimated using the Rayleigh scattering approximation.

This chapter gives a brief background on modelling radiation in soot-laden combusting flows and de-

scribes the DOM method used to solve the RTE. It also details the models employed for the non-gray spectral

properties of the gas mixture and soot.

4.1 Background

4.1.1 The Radiation Transfer Equation

The RTE is the conservation law for the spectral intensity applied to a monochromatic beam of light [293].

It is derived by applying an energy balance to a beam of photons which are confined to a infinitesimal solid

angle element and passing through an infinitesimal volume of participating media. In a direction defined by

the unit vector ŝ, the RTE is

1
c
∂Iν
∂t

+ ŝ · ∇Iν = κνIbν − κνIν − σsνIν +
σsν

4π

∫
4π

Iν(ŝ′)Φν(ŝ′, ŝ) dΩ′ (4.1)

where c is the speed of light in a vacuum, ν is the wavenumber, Iν is the spectral intensity, Ibν is the blackbody

radiative intensity, κν is the absorption coefficient, σsν is the scattering coefficient, and Φν is the scattering

phase function. All quantities of Eq. (4.1) may vary with location in space, time and wavenumber while

the intensity and the phase function also depend on direction. Since the speed of light is much faster

than the local velocities in most reacting flows, solutions for the steady-state form of Eq. (4.1) are usually

sought [296].

In cylindrical coordinates, shown in Fig. 4.1, the steady form of the RTE is a function of two dimensions

(r, z) and two angular coordinates (θ,ψ). For this coordinate frame, Eq. (4.1) can be re-cast as

µ

r
∂(rIν)
∂r

− 1
r
∂(ηIν)
∂ψ

+ ξ
∂Iν
∂z

= −βνIν + κνIbν +
σsν

4π

∫
4π

Iν(ŝ′)Φν(ŝ′, ŝ) dΩ′ (4.2)

where βη = κν + σsν is the extinction coefficient, θ and ψ are the polar and azimuthal angles, and µ, η and ξ
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are the direction cosines. These values are related to the polar and azimuthal angles by

µ = sin θ cosψ, η = sin θ sinψ, ξ = cos θ (4.3)

and define the unit vector, ŝ, in the Cartesian coordinate system given by

ŝ = µî + η ĵ + ξk̂ (4.4)

Equations (4.1) and (4.2) are both multidimensional hyperbolic integro-differential equations which reduce

to first-order linear-hyperbolic differential equations in the absence of scattering.

The spectral radiation flux vector is defined as the net flow of radiant energy due to radiation from all

directions per unit area, time and wavenumber interval. It is defined by an integral of Iν over the full range

of solid angles, Ω, given by

~qν =

∫ 4π

0
ŝIν dΩ (4.5)

The total incident radiation Gν is given by

Gν =

∫ 4π

0
Iν dΩ (4.6)

Rearranging the RTE and integrating over all solid angles, we obtain the divergence of the heat flux vector

as

∇ · ~qν = κν

(
4πIbν −

∫ 4π

0
Iν dΩ

)
= κν (4πIbν −Gν) (4.7)

When the radiative properties vary with the wavenumber, Eq. (4.7) must be integrated over the entire spec-

trum to give the divergence of the total radiation heat flux, ∇ · ~qrad, which is needed in the energy equation,

Eq. (3.2c).

4.1.2 Solution of the RTE

The nature of radiation is inherently complex and, as a result, analytical solutions exist only for relatively

simple problems. Therefore, solutions for more realistic cases are sought using one of the many numerical

techniques that have been developed over the years [296]. The most physically-accurate and computa-

tionally intensive of them are statistical or Monte Carlo methods [301]. Hotel’s Zonal method [302, 303]

divides the domain into zones and performs energy balances of the radiative exchange between the zones.

The method of moments is another technique for solving the RTE whereby a series in products of angular

and spatial functions are used to express the variation of the radiation intensity. Series expansions using

spherical harmonics have also been applied to approximate the angular dependence of the intensity [304].

Flux methods take a different approach and divide the solid angle into intervals over which the intensity is

assumed constant. A particularly popular technique, primarily due to its excellent balance between com-

putational efficiency and accuracy, is the discrete ordinates method (DOM) [297]. This method divides the

solid angle into a number of directions and solves the RTE in each individual direction. A variation of this
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technique is the finite-volume method (FVM) [298, 299] where finite-sized control angles are used instead

to subdivide the solid angle. Another popular method that has been used extensively is the discrete transfer

method (DTM) of Lockwood and Shah [305].

Researchers investigating soot formation in laminar flames have mainly used either the DOM or DTM

for highly sooting flames [17, 19, 22, 52, 54, 56, 57, 60, 61, 63–68, 70, 71, 166] and the optically-thin

approximation for lightly- to non-sooting flames [18, 50–52, 306]. The optically-thin approximation, de-

scribed in Appendix B, requires much less computational effort and is sometimes employed when available

resources are limited. It assumes that every point within the medium has the same incident radiation and

attenuation rate, so the intensity field is known and ∇ · ~qrad can be directly evaluated without solving the

RTE. However, Liu et al. [60, 166] observed significant differences between predictions of sooting laminar

diffusion flames obtained using the optically-thin approximation and the DOM.

4.1.3 Real-Gas Absorption Models

Most of the numerical techniques discussed in the previous section are designed to solve the RTE for a

single wavelength. However, radiative properties of gases, specifically the absorption coefficient, vary rather

chaotically with wavenumber. Scattering is usually assumed to be small in comparison to absorption and

neglected in the numerical analysis of combusting flows. Since spectrum integrated quantities such as

the total radiant heat flux or its divergence are usually desired, some means of estimating the absorption

coefficient and integrating the RTE over the spectrum is required.

For numerical computation of radiant heat transfer in gases, there exists several classes of spectral mod-

els of varying degrees of complexity [293]. They will be discussed here briefly in decreasing order of accu-

racy. In line-by-line computations, the problem is solved for hundreds of thousands of wavenumbers and the

results are integrated over the spectrum. Narrow band models replace the actual absorption coefficient and

intensity with values averaged over narrow spectral ranges. These models can be simplified by integrating

narrow band results over larger ranges to form wide band correlations. Lastly, global models evaluate quan-

tities of interest such as the radiant heat flux or its divergence directly using spectrally integrated radiation

properties.

Narrow band methods offer the ability to efficiently compute low-resolution spectral intensities nearly

as accurate as more expensive line-by-line calculations [307, 308]. They divide the wavenumber spectrum

into small intervals across which the Planck function varies little and integrate the RTE over each of these

narrow bands. Two of the more popular models that have been used extensively are the statistical narrow

band (SNB) and correlated-k (CK) distribution methods [309]. SNB methods can be difficult to apply with

many of the RTE solution techniques as they require approximations when applied to non-isothermal or

inhomogeneous media [310, 311] and are incompatible for cases involving scattering [312]. Alternative CK

methods are more versatile but require expensive numerical computation of the distribution function from

large line-by-line databases [300, 313]. This distribution function can be computed much easier, however,

if accurate narrow band data is available. A hybrid approach called the statistical narrow band correlated-k

(SNBCK) method attempts to combine the advantages of both the SNB and CK. This approach is adopted
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in this work.

4.2 The Spectral Absorption Coefficient

As previously discussed in Section 4.1.3, radiative heat transfer in combustion systems occurs over a range

of wavenumbers. Radiation models must therefore incorporate non-gray effects through the use of real-gas

spectral properties and accurate approximations for the optical properties of soot. Absorption and emission

from the gas mixture and soot is accounted for using the SNBCK method and Raleigh theory for small

spherical particles, respectively. Scattering was neglected for the reasons mentioned in Section 4.1.3 and

because of the added computational costs associated with scattering. The evaluation of the mixture spectral

absorption coefficient and its integration into the solution of Eq. (4.2) is discussed in the following sections.

4.2.1 Statistical Narrow Band Correlated-k Model

The SNBCK divides the wavenumber spectrum into small intervals, ∆ν, across which the Planck function

varies little and solves the RTE for the average intensity over each interval [300]. It is similar to the CK

approach as they both use a cumulative distribution function to describe the absorption coefficient except

that the SNBCK model builds this function analytically using SNB parameters. This distribution function

reorders the absorption coefficient field into a smooth monotonically-increasing function of a dimensionless

wavenumber which is easily integrated [300, 313].

The CK method defines a distribution function f (k) such that f (k)dk represents the fraction of the spec-

trum between ν and ν + ∆ν where the absorption coefficient lies between k and k + dk. The function f (k)

is directly computed from the absorption coefficient spectrum as a weighted sum of the number of points

where κν = k [293]. Integrating f (k) we obtain a cumulative distribution function:

g(k) =

∫ k

0
f (k′)dk′ (4.8)

where g(k) is a monotonically increasing function from 0 to 1 that represents the fraction of the spectrum

where the κν ≤ k. Essentially, g is a dimensionless wavenumber normalized by ∆ν that replaces the inde-

pendent variable ν. Integrating the steady-form of Eq. (4.1) in the absence of scattering (σs = 0) over an

interval ∆ν, we obtain ∫
∆ν

∂Iν
∂s

dν =

∫
∆ν
κν (Ibν − Iν) dν (4.9)

The wavenumber in Eq. (4.9) is replaced with the new dimensionless parameter g to give∫ 1

0

∂I∆ν

∂s
dg =

∫ 1

0
k∆ν(g) (Ib∆ν − I∆ν) dg (4.10)

where the function k∆ν(g) is the inverse function of g(k) and the subscript ∆ν refers to the specific interval

for which a quantity is defined. The blackbody intensity within each range, Ib∆ν, is evaluated at the band

center. In the CK approach, the integrals over g in Eq. (4.10) are evaluated using numerical quadrature. For



44 Chapter 4. Radiation Transport

a particular quadrature point, gi, the RTE can be written as

∂I∆ν,i

∂s
= k∆ν(gi)

(
Ib∆ν − I∆ν,i

)
(4.11)

where I∆ν,i is the solution at the ith quadrature point of band ∆ν. Once all I∆ν,i are obtained, the band-

averaged intensity, I∆ν, and the total intensity, Ī, are computed as

I∆ν j =

Nq∑
i=1

wiI∆ν j,i (4.12a)

Ī =

Nb∑
j=1

I∆ν j (4.12b)

where Nq and Nb are the number of quadrature points and bands, respectively, wi are the quadrature weights

associated with gi, and j is the narrow band index. The solution of Eq. (4.11) is discussed in detail in

Section 4.3.

The CK method uses line-by-line data for the absorption coefficient from databases like HITRAN [314]

to numerically compute f (k). However, if the gas is assumed to follow the Malkmus model [315], an exact

analytical expression for the k-distribution can be written as [300]

f (k) = L−1{τ∆ν} =
1
2

k−3/2(BS )1/2 exp
[
πB
4

(
2 − S

k
− k

S

)]
(4.13)

whereL−1 is the inverse Laplace transform, τ∆ν is the narrow-band averaged transmissivity, B is the effective

line half-width, and S the effective line strength. Similarly, the cumulative distribution function is

g(k) =
1
2

erfc
(

a√
k
− b
√

k
)

+
1
2

erfc
(

a√
k

+ b
√

k
)

exp (πB) (4.14)

where erfc(x) is the complementary error function, a = 1
2

√
πBS and b = 1

2

√
πB/S . Taine and cowork-

ers [316–318] generated data for the band model parameters, B and S , from the HITRAN spectroscopic

database [319]. More complete narrow band properties were derived by Soufiani and Taine [307] for H2O,

CO2 and CO using all the lines in the HITRAN database plus additional lines which significantly contribute

to absorption and emission at high temperatures (up to 2500 K). This dataset consists of 367 uniformly-

spaced bands between 150 to 9300 cm−1 with a bandwidth of 25 cm−1. More recently, Perrin and Soufiani

[320] generated band model parameters for high-temperature methane up to 2000 K. The dataset of Soufiani

and Taine was used in this work to account for gas-band radiation from H2O, CO2, and CO only.

Both f (k) and g(k) vary with position in non-homogeneous gases, so there is no way to uniquely invert

g(k) and obtain k(g). This problem is solved by assuming that the k-distribution remains correlated every-

where in the domain, which is the basis of the CK procedure. As a result, the cumulative distribution function

can be used to map the absorption coefficient from one location to another; a value of k and g at one location

maps to the same value of g, but different k, at a different location. While this is not strictly true in any
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sense, Goody et al. [313] showed that the CK method is correct in the weak- and strong-line limits. Errors

resulting from the correlated approximation are only several percent for atmospheric conditions with small

temperature changes, but can become significant when there are large changes in pressure [300, 313, 321].

Following the procedure outlined by Lacis and Oinas [300], the RTE defined in Eq. (4.11) is solved for

each quadrature point, gi, of each band, ∆ν j. A Newton-Raphson procedure is used to invert Eq. (4.14)

and calculate the absorption coefficient for each quadrature point, ki, everywhere in the domain. Good

accuracy is achieved with only 5–10 quadrature points [300, 313], but Liu et al. [166, 322] determined that

four Gauss-Legendre quadrature points are sufficient for detailed flame calculations. As such, the four-point

Gauss-Legendre quadrature rule is used here.

4.2.1.1 Treatment of Overlapping Bands

The described treatment of gas-band absorption and emission is applicable to pure gases or mixtures of gases

with no overlapping bands only. Overlapping bands occur when two or more gases actively absorb and emit

within the same wavelength ranges. For example, CO2 and H2O are both active between 2150–2400 cm−1

and 3400–3700 cm−1. At bands which two gases overlap, the SNB transmissivity in Eq. (4.13) is no longer

valid because the product of two Malkmus bands is not a Malkmus band [313]. It is generally assumed

that the transmissivity of the mixture is the scalar product of the two individual gas transmissivities, which

adds significant complexity to the SNBCK formulation [300]. Considerable computational savings are

achieved by treating the absorption of several overlapping gases with equivalent band model parameters for

the mixture that describe an average Malkmus band.

Liu et al. [323] studied several approximate treatments and found that an approximate Malkmus band

based on the optically-thin limit offered the best balance between accuracy and cost. As such, this approach

was adopted here. In the optically-thin limit, the mixture band model parameters are [300]

S mix = S 1 + S 2 (4.15a)

S 2
mix

Bmix
=

S 2
1

B1
+

S 2
2

B2
(4.15b)

where the subscripts 1 and 2 denote the two overlapping gases.

4.2.1.2 Band-Lumping Procedure

Additional computational savings are achieved by combining bands to form several wide bands using the

lumping procedure described by Liu et al. [324, 325]. Five to ten successive narrow bands are typically

grouped together and the RTE is integrated over each new wide band. Errors are incurred that grow with the

size of the newly grouped bands since the Planck function is no longer constant across each wide band [326].

The cumulative distribution function for a wide band is

glumped =
1
K

K∑
i=1

gi(k) (4.16)
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where K is the number of narrow bands lumped together to form a single wide band. Optimized lumping can

be performed whereby the number of narrow bands grouped together varies throughout the spectrum [326].

The optimized 9-band scheme of Goutiere et al. [326] was employed here based on several recommenda-

tions [166, 326].

4.2.1.3 Tabulation

The inversion process to obtain the absorption coefficient from Eq. (4.14) composes a large portion of the

overall solution time in radiative heat transfer calculations [325]. Liu and Smallwood [327] developed

a more efficient approach to implement the SNBCK method that pre-calculates and stores the absorption

coefficients. This tabulated approach was also employed in this work.

4.2.2 Soot-Band Radiation

Particles can generally be approximated as spherical since deviations tend to be smoothed out when aver-

aged over millions of irregular shapes [293]. The light scattering and extinction characteristics of spherical

particles are well described by Mie theory [328] which is valid for all size ranges. For spherical particles

that are small in comparison to the wavelength of the incident radiation, Mie Theory reduces to the Rayleigh

scattering approximation. Soot particles in most combustion applications can generally be treated using

Rayleigh scattering since they typically have diameters smaller than 50 nm and are irradiated by light with

a wavelength of approximately 3 µm [293].

Radiation extinction by particle clouds occurs from both absorption and scattering, but scattering be-

comes negligible as particles approach the zero-size limit. This approximation was made here since soot

particles are typically fairly small. Assuming that the complex index of refraction does not vary significantly

across the spectrum, the spectral absorption coefficient for a cloud of spherical particles of varying size can

be written as

κνs = Cφν (4.17)

where C is an empirical constants. Values of C ranges from 3–7 depending up the fuel used [329]. A value

of 5.5 was used based on the work of Liu et al. [60].

With this definition for κνs, the mean absorption coefficients in the optically-thin and optically-thick

limits differ by only about 6%. As such, Felske and Tien [330] suggest the following average value for all

optical regimes:

κs = 3.72 CφT/C2 (4.18)

where C2 = 1.4388 cm K is the second Planck function constant. It is important to remember that the above

derivation only applies for very small soot particles. The extinction coefficient increases for aggregates or if

primary particles exceed the Rayleigh scattering limits.
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4.2.3 The Mixture Spectral Absorption Coefficient

Soot is treated as a gray absober while the gas absorption coefficient is allowed to vary over the whole

spectrum. The spectral absorption coefficient for the gas-soot mixture is given by

κνmix = κs + κνg (4.19)

where κνg and κνmix are the spectral absorption coefficients for the gas and mixture, respectively.

4.3 The Discrete Ordinates Method

The DOM transforms the equation of transfer into a coupled set of partial differential equations with only

spatial position coordinates as independent variables [297]. This is accomplished by dividing the solid

angle into discrete directions and assigning weights to each of these directions. The RTE is solved in each

direction and any integrals over the solid angle are evaluated using numerical quadrature. This method

proves advantageous because it works well for radiation propagating through optically thin as well as thick

media and it can be extended to include the effects of multiple wavelength lines of radiation. Accuracy is

easily varied by extending the order of the solution and considering more directions while the basic grid

structure used by this method easily integrates with CFD solution methods.

In the DOM, Eq. (4.2) is solved for a set of M different directions in the polar and L different directions

in the azimuthal coordinates. The DOM approximation to Eq. (4.11) in cylindrical coordinates for a specific

direction ŝml is given by

µml

r
∂(rI∆ν,iml)

∂r
− 1

r
∂(ηmlI∆ν,iml)

∂ψ
+ ξml

∂I∆ν,iml

∂z
= k∆ν(gi)

(
Ib∆ν − I∆ν,iml

)
(4.20)

where m and l are the polar and azimuthal direction indices, respectively.

Equation (4.20) can be solved in each direction using any finite-volume or finite-difference technique to

evaluate the spatial derivatives. Special consideration is required when discretizing the second partial deriva-

tive in Eq. (4.20) to avoid any unphysical coupling between the intensity in different directions [297]. This

is required because the propagating direction of a neutron in a curvilinear coordinate system is constantly

varying even though the neutron does not physically change its direction. As a result, a redistribution of ra-

diative intensity among the different discrete directions occurs. Carlson and Lathrop [297] proposed a means

of discretizing this term that permits minimal directional coupling while maintaining neutron conservation.

Their approach assumes

1
r
∂(ηmlIml)
∂ψ

=
1
r

(
αm,l+1/2Im,l+1/2 − αm,l−1/2Im,l−1/2

ωml

)
(4.21)

where ωml are the ordinate weights associated with ŝml, and αm,l+1/2 and αm,l−1/2 are the angular redistribu-



48 Chapter 4. Radiation Transport

tion coefficients. They are determined from the divergenceless flow condition by

αm,l+1/2 = αm,l−1/2 + ωmlµml

αm,1/2 = 0
(4.22)

The intensities Im,l+1/2 and Im,l−1/2 are those centered on the faces of the control angles. Equation (4.22)

requires that the directions cosines are ordered such that neutrons flow out of the first control angle (αm,1/2 =

0) and into the last control angle (αm,L+1/2 = 0). In other words, µml must be monotonically increasing with

index l for each polar angle m when ηml is positive and decreasing when ηml is negative. Improper ordering

of the direction cosines would result in an unrealistic coupling between directional intensities.

Direction-integrated quantities are readily calculated once all the intensities in each direction are deter-

mined. The spectrum-integrated radiative heat flux, total incident radiation, and divergence of the radiative

heat flux are

~q ≈
∑

m

∑
l

ωml Īml ŝml (4.23a)

G ≈
∑

m

∑
l

ωml Īml (4.23b)

∇ · ~qrad ≈
Nb∑
j=1

Ng∑
i=1

wik∆ν j(gi)

4πIb∆ν j −
M∑

m=1

L∑
l=1

ωmlI∆ν j,ml(gi)

 ∆η j (4.23c)

Ordinate directions and weights are chosen arbitrarily, however, they are usually derived using moment

matching techniques [331] or geometric principles [332]. The T3 angular quadrature scheme of Thurgood

et al. [332] was selected for this work.
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NUMERCIAL SOLUTION METHOD

Mathematical models representing realistic combusting flows must rely heavily on engineering approxima-

tions to ensure that computations remain tractable. Hydrocarbon combustion is inherently complex and

these approximate models are not accurate enough to capture the interactions between gas-phase chem-

istry, turbulence, radiation transport, soot formation/oxidation, and multi-phase transport. As such, efficient

numerical algorithms for reacting flows are needed so that the most realistic physics models can be used

to provide quantitative soot predictions. These algorithms should exploit state-of-the-art numerical meth-

ods such as adaptive mesh refinement (AMR), high-order discretization schemes, and implicit nonlinear

relaxation/time-evolution schemes. They should also take advantage of the availability of today’s large-

scale, high-performance, parallel computing facilities.

Several numerical frameworks exist for solving reacting flows with soot. A numerical framework was

developed by Ern et al. [333] and later applied to the study of soot formation by Smooke and coworkers [18,

50, 52, 306]. The framework uses a damped Newton method [334], a Krylov-based linear matrix solver, and

an implicit Euler time-marching scheme for startup. Moderate scaling was achieved with a parallel efficiency

of 64% on 16 processors (relative to four). Liu and Guo [60, 64] have also developed a mathematical

model for studying soot formation in laminar coflow diffusion flames. This model was updated to include

an advanced fixed-sectional aerosol description and parallelized via domain decomposition to deal with

the stiff nature of the soot transport equations [70]. The predictions of the updated scheme agree well

with experimental measurements and modest parallel efficiencies of 82% were achieved on 12 processors.

Although not specifically designed for the study of soot formation, Day and Bell [335] developed a highly

efficient parallel solution algorithm with AMR. Excellent parallel performance up to 4096 processors was

observed when the scheme was applied to turbulent flames [336]. A drawback of this particular framework

is the restriction to low-Mach-number flows as the equation of state is only satisfied to the order of the Mach

number squared.

In this chapter, a new framework for the study of soot formation in complex reacting laminar flows

is presented. It solves the unmodified equations governing compressible flows, which are applicable for

all flow speeds, with a Newton-Krylov-based implicit solver. Discretization is performed using a high-

order upwind-reconstructed finite-volume scheme on multi-block, body-fitted meshes with AMR. To cope

49
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n̂k
∆lk

Cell (i, j)

Figure 5.1: Two-dimensional quadrilateral computational cell.

with excessive dissipation and convergence stall commonly encountered when applying the compressible

gas equations to low-Mach-number flows, the temporal derivative and the inviscid fluxes are modified via

local preconditioning. This framework extends the previous work of Groth et al. [337–340] and is a robust,

highly-scalable solution method for sooting laminar flames. The finite-volume scheme applied to the gas

and soot equations is presented in this chapter, followed by the DOM scheme applied to solve the RTE and

an outline of the overall solution algorithm.

5.1 Gas/Soot Equations

Numerical solutions of the two-dimensional, axisymmetric form of Eqs. (3.2a)–(3.2f) are obtained using

the parallel, implicit, finite-volume scheme with block-based AMR previously developed by Groth and co-

workers [339, 341]. The scheme solves conservation equations on body-fitted, multi-block, quadrilateral

meshes. In this finite-volume approach, the physical domain is discretized into finite-sized computational

cells and the integral forms of conservation laws are applied to each individual cell. For cell (i, j), as shown

in Fig. 5.1, the approach results in the following coupled system of nonlinear ordinary differential equations

(ODEs) for cell-averaged solution quantities:

dWi j

dt
=
∂W
∂U

∣∣∣∣∣
i j
·
− 1

Ai j

∑
faces, k

(
~Fk · n̂k∆lk

)
i j

+ Si j

 (5.1)

where

Ui j =

[
ρ, ρu, ρv, ρe, ρY1, . . . , ρYN , ρYs, ρNs

]T

Wi j =

[
p, u, v, T, Y1, . . . , YN , Ys, Ns

]T

are the cell-averaged conserved and primitive solution vectors, respectively, Ai j is the cell area, n̂k and ∆lk

are the normal vector and edge length for the kth face, and Si j is the source term which includes contributions

from axisymmetric terms, gravitational forces, finite rate-chemistry, and radiation. Here, it has been assumed

that Si j =
∫

Ai j
S(U) dA ≈ S(Ui j). The numerical flux ~Fk = (F,Fv) comprises both inviscid, F, and viscous,
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Fv, components which must be evaluated separately. The evaluation of these terms and the solution of

Eq. (5.1) are described in the following sections.

5.1.1 Low-Mach-Number Preconditioning

Solution of the nonlinear ODEs given by Eq. (5.1) can be somewhat challenging as large differences between

spatial and temporal scales can make the ODEs stiff. The stiffness of the ODEs is also significantly enhanced

at very low flow speeds, which is a feature of the laminar flames of interest here, when the disparities

between the convective and acoustic velocities become large [342]. Additionally, the nature of upwind

discretizations for the inviscid fluxes can produce excessive dissipation at low speeds, corrupting overall

solution accuracy [343].

One approach to dealing with low flow speeds is offered by low-Mach-number preconditioning. Precon-

ditioning replaces physical time derivatives with artificial ones in order to alter the speeds at which waves

propagate. Successful applications of preconditioning include viscous non-reacting flows [344–346], react-

ing flows [342, 347–350], multiphase flows [351–353], and zero-dimensional chemical reactors [354]. As

per Weiss and Smith [348], application of the preconditioning to Eqs. (3.2a)–(3.2f) leads to the following

system for axisymmetric coordinates:

Γ
∂W
∂t

+
∂

∂r
F +

∂

∂z
G =

∂

∂r
Fv +

∂

∂z
Gv + S (5.2)

where Γ is the preconditioning matrix for the primitive variables, F and G are the inviscid fluxes in the r-

and z-directions, respectively, and Fv and Gv are the corresponding viscous fluxes. The Weiss and Smith

preconditioning matrix, modified to include the equations for soot mass fraction and number density, is

given by

Γ =



Θ 0 0 ρT ρY1 · · · ρYN+1 0

uΘ ρ 0 uρT uρY1 · · · uρYN+1 0

vΘ 0 ρ vρT vρY1 · · · vρYN+1 0

hΘ − (1 − ρhp) ρu ρv hρT + ρhT hρY1 + ρhY1 · · · hρYN+1 + ρhYN+1 0

Y1Θ 0 0 Y1ρT Y1ρY1 + ρ · · · Y1ρYN+1 0
...

...
...

...
...

. . .
...

...

YN+1Θ 0 0 YN+1ρT YN+1ρY1 · · · YN+1ρYN+1 + ρ 0

NsΘ 0 0 NsρT NsρY1 · · · NsρYN+1 ρ



(5.3)

where u and v are the r- and z-components of velocity, respectively, h is the total mixture enthalpy, and Θ is

given by

Θ =
1

V2
p
− ρT (1 − hp)

ρhT
(5.4)

The variables ρp, ρT , hp, hT , ρYk , and hYk are thermodynamic quantities that describe the properties of the

fluid. The subscripts denote partial derivatives. For a perfect gas, ρp = 1/(RT ), ρT = −ρ/T , hT = cp, hp = 0,

ρYk = −ρM/Mk, and hYk = hk. The eigenvalues for the preconditioned Jacobian matrix in the r-direction,
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Γ−1 ∂F
∂W , become

λ =

[
u′ − a′, u, u, u′ + a′, u, . . . , u

]T
(5.5)

where

u′ = u (1 − α) a′ =

√
α2u2 + V2

p

α =
1
2

(
1 − βV2

p

)
β = ρp +

ρT (1 − hp)
ρhT

The preconditioned velocity scale, Vp, is an artificial sound speed defined as

Vp = min
[

max
(
Vinv, Vpgr, Vvis, Mref · a

)
, a

]
(5.6)

where a is the speed of sound defined by Eq. (3.18). The inviscid, pressure-gradient-induced, and viscous

velocity scales, Vinv, Vpgr, and Vvis, respectively, are given by [348, 355]

Vinv =
√

u2 + v2 (5.7a)

Vpgr =

√
|∆p|
ρ

(5.7b)

Vvis =
µ/ρ

∆x
(5.7c)

where ∆p is the cell pressure gradient and ∆x is the length of the computational cell. The term Mref in

Eq. (5.6) is a reference Mach number included to prevent singularities at stagnation points. Typical values

for Mref range from 0.5M∞ to 10−5M∞ where M∞ is the Mach number in the surrounding free-stream [343,

344, 348]. A value for Mref of 10−4 was used throughout this work.

5.1.2 Round-Off Error Control

Another difficulty for flame computations with low flow velocities is the increasing significance of machine

round-off errors that begin to denominate at Mach numbers below 10−3. Following the procedure described

by Choi and Merkle [344], a reference pressure, p0, is introduced to minimize the influence of round-off

errors at low Mach numbers. As a result, the pressure, p, is given by

p = p0 + p′ (5.8)

where p0 is a constant equal to the ambient pressure and p′ represents the deviation of the local pressure

from p0. The reference pressure is subtracted from Eq. (3.2b) and p′ replaces p in W when numerical

solutions are sought.

5.1.3 Inviscid Flux Evaluation

To determine the numerical flux at the cell face, a high-order upwind Godunov scheme is used. Godunov’s

method [356] begins by assuming that the solution in each cell is piecewise-constant and that the inter-
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mediate solution state at the cell interface is approximated by upwinding. It is this upwinding that ensures

monotonicity and prevents any unwanted oscillations near solution discontinuities. In two-dimensions, given

the left and right solution states, WL and WR, the numerical flux at the cell interface is defined as

~F · n̂ = F (WL,WR, n̂) (5.9)

where F is a flux function which solves a Riemann problem, R, in a direction aligned along the face normal,

n̂.

Roe’s approximate Riemann solver was used throughout this work to evaluate the inviscid fluxes [357,

358]. Additionally, the correction proposed by Harten [359] was added to ensure that the entropy condition

is never violated at the sonic point. The numerical flux in one direction is given by

F (R (WL,WR)) =
1
2

(FR + FL) − 1
2
|Â|∆W (5.10)

where FL and FR are the inviscid fluxes evaluated based on WL and WR, ∆W = WR −WL, |Â| = R̂|Λ̂|R̂−1,

R̂ is the matrix of primitive variable right eigenvectors and Λ̂ is the eigenvalue matrix. The matrix Â is the

linearized flux Jacobian evaluated at a reference state, Ŵ. For simplicity, a reference state which relaxes

Roe’s conditions is used when dealing with multi-species, reacting flows [360, 361]. As such, the Roe-

averaged flow variables, f̂ , are defined in terms of a mass weighting of the left and right flow variables, fL

and fR, as given by

f̂ =
ρR fR + ρL fL
ρR + ρL

(5.11)

where fL and fR can be any of the variables u, v, h, Yk, Ys, and Ns. The Roe-average density is given by

ρ̂ =
√
ρRρL.

The dissipation associated with the upwind discretization procedure can be controlled in the low-Mach-

number limit by re-deriving Eq. (5.10) based on the preconditioned wave speeds. Following the procedure

outlined by Weiss and Smith [348], |Â|∆W in Eq. (5.10) is modified as follows:

|Â|∆W =

∣∣∣∣∣∣Γ
(
Γ−1 ∂F

∂W

)∣∣∣∣∣∣ ∆W ≈ Γ|AΓ|∆W (5.12)

where |AΓ| = RΓ|ΛΓ|RΓ−1. The subscript Γ denotes that the matrix of eigenvectors and eigenvalues were

derived based on the preconditioned system. The resulting numerical flux function has the form

F (R (WL,WR)) =
1
2

(FR + FL) − 1
2
Γ|AΓ|∆W (5.13)

and ensures the correct scaling of the numerical dissipation in the low-Mach-number limit.

5.1.4 High-Order Spatial Accuracy

The extension of Godunov’s scheme to second-order can prove challenging as second-order schemes always

generate oscillations [362]. Godunov’s scheme is first-order because the projection of the cell-averaged
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Figure 5.2: Diamond path viscous flux reconstruction for a quadrilateral cell.

solution in each cell occurs on piecewise-constant states. This projection is completely decoupled from the

upwinding process and thus one can easily modify the spatial approximation. For this work, second-order

spatial accuracy is achieved by interpolating the solution state at the cell interface between two adjacent cells.

We ensure monotonicity using limiters to control gradients and damp any over- and under-shoots [363]. The

reconstructed left and right states for interface (i + 1
2 , j) in two-dimensions

WL = Wi j + φi j

[
∂W
∂r

∣∣∣∣∣
i j

(ri+ 1
2 , j
− ri j) +

∂W
∂z

∣∣∣∣∣
i j

(zi+ 1
2 , j
− zi j)

]
(5.14a)

WR = Wi+1, j + φi+1, j

[
∂W
∂r

∣∣∣∣∣
i+1, j

(ri+ 1
2 , j
− ri+1, j) +

∂W
∂z

∣∣∣∣∣
i+1, j

(zi+ 1
2 , j
− zi+1, j)

]
(5.14b)

where φ is a slope limiter. Slope limiting is performed with a limiter specifically designed for use in mul-

tiple dimensions [364]. The cell gradients are computed using linear reconstruction based on Green-Gauss

theory [365].

5.1.5 Viscous Flux Evaluation

The centrally-weighted diamond-path method described by Coirier and Powell [366, 367] was employed to

evaluate the viscous component of the numerical flux at the cell faces. The viscous component is given by

~Fv · n̂ = G(W,∇W, n̂) (5.15)

where G is the viscous flux function.

In the diamond-path method, the gradients at each face are found by applying the divergence theorem to

a four-sided polygon, or diamond path, whose vertices are defined as shown in Fig. 5.2. The four vertices

correspond to the two neighboring cell centers and the nodes of the interface separating the two cells. While

the solution data at the cell centers is easily interpreted from the cell averages, the solution state at the ver-

tices must be interpolated. A linearity-preserving weighting scheme that linearly constructs the nodal data

from the cell-centered solution states of the neighboring cells was used [368]. This diamond path technique

avoids instabilities due to even/odd decoupling that occur in standard cell-centered formulations [366] and

reduces to standard centered differences on Cartesian grids with uniform mesh spacing.
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5.1.6 Steady-State Relaxation Method

Newton’s method is applied to obtain steady-state solutions for the coupled set of nonlinear ODEs, given

by Eqs. (3.2a)–(3.2f). It is used to relax the semi-discrete form of the governing equations to a steady-state

such that

R(W) =
dW
dt

= 0 (5.16)

The Newton algorithm developed by Groth and Northrup [369] specifically for use on large multi-processor

computer architectures is used here. The implementation makes use of a Jacobian-free inexact Newton

method coupled with an iterative Krylov subspace linear solver. In Newton’s method, a solution to Eq. (5.16)

is sought by iteratively solving a sequence of linear systems given an initial estimate, W0. Successively

improved estimates are obtained by solving the linear system(
∂R
∂W

)n

∆Wn = J(Wn)∆Wn = −R(Wn) (5.17)

where J = ∂R
∂W is the residual Jacobian. The improved solution at step n is then determined from

Wn+1 = Wn + ∆Wn (5.18)

The Newton iteration proceeds until some desired reduction in the norm of the residual is achieved and the

condition

‖R(Wn)‖ < ε‖R(W0)‖ (5.19)

is met. The tolerance, ε, used in this work was 10−7.

As mentioned, each step of Newton’s method requires the solution of the linear problem

Jx = b (5.20)

where x = ∆W and b = −R(W). This system is relatively large, sparse, and non-symmetric. It is solved

using the generalized minimal residual (GMRES) technique developed by Saad and co-workers [370–373],

which is widely used for solving systems of this type. GMRES is an Arnoldi-based solution technique which

generates orthogonal bases of the Krylov subspace to construct the solution. The technique is particularly

attractive because the matrix J is not explicitly formed and instead only matrix-vector products are required

at each iteration to create new trial vectors. This greatly reduces the required storage. Termination also gen-

erally only requires solving the linear system to some specified tolerance, ‖Rn+Jn∆Wn‖ < ζ‖R(Wn)‖, where

ζ is typically in the range 0.1–0.5 [374]. Lastly, a restarted version of the GMRES algorithm, GMRES(m),

was used that minimizes storage by restarting every m iterations.

GMRES requires preconditioning to be effective. Right preconditioning the matrix J is performed to

help facilitate the solution of Eq. (5.20) without affecting the solution residual vector, b. The preconditioning
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takes the form (
JM−1

)
(Mx) = b (5.21)

where M is the preconditioning matrix. A combination of an additive Schwarz global preconditioner and

a block incomplete lower-upper (BILU) local preconditioner is used which is easily implemented in the

block-based AMR scheme. In additive Schwarz preconditioning, the solution in each block is updated

simultaneously and shared boundary data is not updated until a full cycle of updates has been performed on

all domains. The preconditioner is defined as follows

M−1 =

NB∑
k=1

BT
k M−1

k Bk (5.22)

where NB is the number of blocks and Bk is the gather matrix for the kth domain. The local preconditioner,

M−1
k , in Eq. (5.22) is based on block ILU(p) factorization [373] of the Jacobian for the first-order approx-

imation of each domain. In the present research, the level of fill, p, was maintained at four in order to

minimize storage requirements.

Newton’s method can fail when initial solution estimates fall outside the radius of convergence. To

ensure global convergence of the algorithm, the implicit Euler startup procedure with switched evolu-

tion/relaxation (SER) that was proposed by Mulder and Van Leer [375] was used. Application of this

startup procedure to the semi-discrete form of the governing equations gives[
− Γ

∆tn +

(
∂R
∂W

)n]
∆Wn = −Rn (5.23)

where ∆tn is the time step. In the SER approach, the time step is varied from some small finite value and

gradually increased as the steady state solution is approached. As ∆tn → ∞, Newton’s method is recovered.

In the quasi-Newton and SER methods, the time step size was determined by considering the inviscid

Courant-Friedrichs-Lewy (CFL) and viscous Von Neumann stability criteria only. Time scales associated

with gas-phase and soot chemistry were not incorporated into the time step size estimates. The time step

size is determined by

∆tn = CFL ·min
[

∆x
u + a

,
ρ∆x2

µ

]
(5.24)

where CFL is a constant greater than zero which determines the time step size. During the startup phase of

the Newton calculation, a value for CFL between 10–100 is typically used.

5.1.7 Parallel Adaptive Mesh Refinement Scheme

Modelling practical combustion devices with complex chemistry, turbulence and radiation transport can

quickly tax computational resources even on relatively coarse meshes. Unfortunately, high mesh densities

are required in areas with steep gradients and small length scales to accurately capture these processes.

These locations can change over time and would normally require the use of large, fine uniform meshes. A

flexible block-based AMR scheme is adopted here to limit the number of necessary computational cells by
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Figure 5.3: Adaptive mesh refinement quad-tree data structure and associated solution blocks for a quadrilateral
mesh.

dynamically adapting the mesh to meet solution requirements. Details of the scheme and its implementation

in parallel are described by Sachdev et al. [376, 377]. The extension of the scheme to three dimensions

is described by Gao and Groth [340]. In this approach, block-based domain decomposition is applied to

a body-fitted quadrilateral mesh. The grid blocks are organized in a hierarchical quad-tree data structure

to facilitate automatic solution-directed mesh adaptation with physics-based criteria. The scheme borrows

aspects from previous work by Berger and co-workers [378–381], Quirk [382], and De Zeeuw and Pow-

ell [383] for Cartesian grids and has similarities with the block-based approaches described by Quirk and

Hanebutte [384] and Berger and Saltzman [380].

Relaxation of Eq. (5.1) with AMR proceeds as follows. The equations are first integrated forward in time

on an initial structured, multi-block mesh to obtain updated volume-averaged solution quantities. The mesh

is then adapted by coarsening or refining the blocks designated by the refinement criteria. A hierarchical

tree-like data structure, shown in Fig. 5.3, is used to retain connectivity between solution blocks and track

their refinement history. The blocks requiring refinement are termed “parents” and are divided into four new

blocks called “children”. Each child is a new block with the same number of cells as its parent, doubling

the mesh resolution in the region. Coarsening flagged blocks is carried out by reversing this process and

combining four children into one single parent.

For reacting flows, refinement is based on the gradients of both species mass fractions and temperature.

The refinement criteria employed here are defined by

ε1 ∝ |∇T |
T

(5.25)

ε2 ∝ |∇Yk| (5.26)

Based on either of these criteria, the mesh is refined and blocks are added wherever ε1 or ε2 are large. In the

present work, grids were refined based on temperature in addition to fuel, acetylene, and soot mass fractions.

To further decrease the overall computational time, integration of the governing equations is performed

in parallel. This is carried out by distributing the computational blocks among the available processors and
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Figure 5.4: Sample multi-block grid and solution blocks depicting ghost cells.

simultaneously computing the solutions for each block on each processor. An even distribution of solution

blocks is generally sought on homogeneous architectures while a weighted distribution is permissible for

computations performed on heterogeneous systems such as networked workstations or computational grids.

To ensure efficient load balancing, blocks are organized using a Morton ordering space filling curve which

co-locates nearest neighbors on the same processor [381]. This minimizes the amount of necessary commu-

nication and improves the overall parallel efficiency of the implementation. The proposed AMR scheme was

implemented using the message passing interface (MPI) library and the C++ programming language [385].

As shown by Fig. 5.4, ghost cells which surround the solution block and overlap cells on neighboring

blocks are used to share solution content through inter-block communication. The conservation properties

of the finite-volume discretization are retained across blocks with resolution changes by using the fine-grid

interface flux to correct the flux computed on neighboring coarse blocks [378, 379]. Passing these flux

corrections and the overlapping cell solution content between processors at each stage of the integration

scheme accounts for the main source of inter-processor communication.

5.2 Radiation Transfer Equation

The contribution from radiation to ~q in Eq. (3.2c) was either computed using the optically-thin approxima-

tion (see Appendix B) or by solving the RTE with the DOM (Section 4.3). When using the optically-thin

approximation, ∇ · ~qrad is evaluated along with the other sources terms in Eq. (5.1) at each right-hand-

side (RHS) evaluation. GMRES requires one RHS per inner iteration, yet the additional cost of including

non-gray radiation via the optically-thin approximation is relatively low. This is because the Planck-mean

absorption coefficient is easily tabulated prior to starting each computation and quickly evaluated when

needed using polynomial curve-fits. Evaluating ∇ · ~qrad using the DOM is much more costly due to the large

number of unknowns associated with non-gray radiation. As a result, solution of the RTE is decoupled from

the gas-particle flow equations and solved sequentially in a loosely-coupled fashion at each iteration or time

step.

The set of ODEs resulting from the DOM (Eq. (4.20)), which consists of Nb×Nq×M×L equations, were

solved using a space-marching procedure [297]. However, the serial nature of space-marching techniques
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applied to the DOM are problematic for large-scale parallel CFD solution algorithms. Additionally, compli-

cations arise when applying standard space-marching techniques to complex geometry and non-orthogonal

meshes. Several authors have developed optimized sweeping procedures that simultaneously solve the DOM

equations in different directions [386, 387], but these approaches generally do not scale well to a large num-

ber of processors and do not address the issues related to complex geometry. To remedy these problems, a

new highly-scalable time-marching algorithm for solving the DOM discretization of the RTE was developed

in this work and is described in Appendix C. However, the large number of unknowns in Eq. (4.20) and the

large memory requirements of implicit methods prohibited the new method’s use in the multi-dimensional

flame calculations considered here. No attempt was made here to improve the parallel performance of the

standard DOM solution algorithm.

5.2.1 DOM

Equation (4.20) is solved using the space-marching finite-volume approach outlined by Carlson and Lathrop

[297]. Substituting Eq. (4.21) into (4.20) and integrating over a general volume element, illustrated in

Fig. 5.5, yields

µml
(
AEIE,ml − AWIW,ml

)
+ ξml

(
ANIN,ml − ASIS,ml

)
− (AE − AW)

(
αm,l+1/2IP,m,l+1/2 − αm,l−1/2IP,m,l−1/2

)
/ωml

= ∆VκP
(
IbP − IP,ml

)
(5.27)

where the subscript P denotes quantities at the cell center, and the subscripts E, W, N and S refer to quantities

evaluated at the respective cell faces. Note that the band and quadrature indices have been dropped in

Eq. (5.27) for clarity.
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The cell volume, ∆V , and face areas, A, are given by

AN = AS = π(r2
E − r2

W) (5.28a)

AE = 2π∆zrE (5.28b)

AW = 2π∆zrW (5.28c)

∆V = π(r2
E − r2

W)∆z (5.28d)

where ∆r and ∆z are the cell-sizes in the r- and z-directions, respectively. To reduce the number of unknowns,

the cell-edge intensities are related to the volume-averaged intensity by

IP,ml = γsIN,ml + (1 − γs)IS,ml = γsIE,ml + (1 − γs)IW,ml (5.29a)

IP,ml = γaIP,m,l+1/2 + (1 − γa)IP,m,l−1/2 (5.29b)

where γs and γa are the spatial and angular differencing parameters, respectively. For both parameters, a

value of 1 corresponds to upwind differences and 0.5 corresponds to central differences. Central differences

were used for both the spatial and angular discretization in all computations.

Substituting Eqs. (5.29a) and (5.29b) into Eq. (5.27) and rearranging for the nodal intensity gives{
∆VκP + µmlAE/γs + ξmlAN/γs −

(AE − AW)αm,l+1/2

ωmlγa

}
IP,ml =

∆VκPIbP + µmlAEWIW,ml/γs + ξmlANSIS,ml/γs

− (AE − AW)
[
αm,l−1/2 + (1 − γa)αm,l+1/2/γa

]
IP,m,l−1/2/ωml (5.30)

where

AEW = (1 − γs)AE + γsAW (5.31a)

ANS = (1 − γs)AN + γsAS (5.31b)

Numerical solution of Eq. (5.27) proceeds as follows. First, the surface intensities and internal source

terms are estimated everywhere in the domain. The lower left corner of the domain is chosen as a starting

point so that all outgoing directions lie in the first quadrant (i.e. µml > 0 and ξml > 0). Since the west

and south faces of the control volume in this corner are part of the enclosure surface, their intensities are

specified by the boundary conditions. From these known face values, IP,ml is computed using Eq. (5.30) and

the downstream intensities IE,ml and IN,ml are determined from Eq. (5.29a). One by one, the first-quadrant

intensities are calculated for all volumes in the enclosure. This procedure is repeated three more times

starting from the remaining corners of the enclosure and covering the other three quadrants of directions.

After sweeping all directions for IP,ml, the boundary values and radiative source terms are updated. This

procedure is repeated until convergence is met.

Solutions were deemed converged when the maximum change in the cell-averaged intensity everywhere
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in the domain from one iteration to the next was less than a specified tolerance. Throughout this thesis, the

following convergence criterion was used:

∣∣∣In+1
P − In

P

∣∣∣ ≤ 10−12 for all P, m, l (5.32)

where the superscripts n and n + 1 denote the iteration number.

5.2.1.1 Parallel Block-Based Solution Scheme

The DOM was solved in a parallel fashion at each time-step on the multi-block mesh along with Eqs. (3.2a)–

(3.2f) by simultaneously sweeping all directions on the domain local to each processor. Solution content

was shared among the processors by exchanging the state at the face-center of cells aligned with the block

boundaries. Changes in mesh resolution were handled by linearly interpolating the coarse-mesh solution

onto the fine-mesh and averaging the fine-mesh solution onto the coarse-mesh. Since the radiation solver

employs a point-implicit space-marching technique, iteration is required to propagate information from

upstream boundaries to downstream blocks. As a result, a penalty in terms of parallel efficiency was incurred

because the number of iterations required to solve the radiation field increased with the number of blocks.

5.3 Overall Solution Algorithm

The overall algorithm is summarized as follows:

1. Set initial conditions for W and I everywhere in domain.

2. Compute κνmix for the gas/soot mixture using Eq. (4.19).

3. Solve the RTE using the DOM described in Section 5.2.1.

4. Update ∇ · ~qrad.

5. Solve Eq. (5.1) for the gas/soot mixture, performing n Newton iterations.

6. Update primitive solution state W.

7. If not converged, return to step 2. The convergence criteria is defined in Eq. (5.19).

Throughout this work, only one Newton iteration (n = 1) for Eq. (5.1) was performed before updating the

radiation intensity field. Larger values of n up to five were tested but found to deteriorate the performance

of the overall solver. As n is increased, the CPU time required to advance the solution a fixed interval ∆t in

the computational domain decreases. However, increasing n also increases the number of iterations required

to obtain a converged, coupled solution.
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VERIFICATION AND VALIDATION

In an effort to validate the proposed computational framework before applying it to high-pressure and low-

gravity flames, two different laminar coflow diffusion flames were modelled under atmospheric conditions:

the weakly-sooting methane-air flame studied extensively by Smooke et al. [50] and the heavily-sooting

ethylene-air flame examined by Snelling et al. [388]. These flames were investigated specifically to address

the predictive capability of the models used as well as the parallel efficiency of the algorithm. The effects

of grid resolution and gas-phase reaction mechanism on the overall flame solutions were also assessed.

Reasonable agreement with experimental measurements was obtained for both flames for predictions of

flame height, temperature and soot volume fraction. Overall, the algorithm displayed excellent strong scaling

performance by achieving a parallel efficiency of 70% on 384 processors. The proposed algorithm proved

to be a robust, highly-scalable solution method for sooting laminar flames.

6.1 Laminar Coflow Diffusion Flames

A schematic illustrating the two-dimensional computational domain and applied boundary conditions for

both coflow flames is provided in Fig. 6.1. Reflection boundary conditions are applied along the centerline

and in the far-field. At the outlet, temperature, velocity, species mass fractions and soot number density are

extrapolated while pressure is held fixed. The gas/soot mixture is specified at the inlet (i.e., pure fuel with no

soot) along with velocity and temperature while pressure is extrapolated. These boundary conditions where

found to closely mimic boundary schemes based on a characteristic analysis [346]. For the radiation solver,

all boundaries except for the axis of symmetry are assumed to be cold and black.

6.1.1 Methane-Air Flame

For the methane-air flame, the burner configuration consisted of a central fuel tube with a 5.556 mm in-

ner radius and a 0.794 mm wall thickness. Coflow air was supplied by a concentric tube of inner radius

47.625 mm. Both fuel and air were assumed to have uniform inlet velocity and temperature profiles with

a fuel velocity of 5.5 cm/s, an air velocity of 12.54 cm/s, and an inlet temperature of 298 K. The original

investigators [50] found that an inlet temperature of 420 K was required to obtain better agreement with the

predicted flame height and local temperatures. This was later verified by Liu et al. [166] who also investi-

gated this particular flame configuration numerically. In the current study, the axisymmetric computational

63



64 Chapter 6. Verification and Validation

R
e
fl

e
c
tio

n

po

R
e
fl

e
c
ti

o
n

~vf, Tf~va, Ta

Figure 6.1: Schematic of laminar coflow diffusion flame.

domain was rectangular with 0 ≤ r ≤ 47.625 mm and 0 ≤ z ≤ 85 mm and the initial mesh consisted of 72

cells in the r- and 112 in the z-direction for a total of 8064 cells. The initial mesh was divided amongst 96

blocks of 14 by 6 cells. The cells were clustered towards the centerline in the radial direction and towards

the burner exit plane in the axial direction. Finite-rate chemistry was modelled using a modified version

of the GRI-Mech 3.0 mechanism for CH4 combustion [258]. In this modified version, N2 was assumed

inert and all reactions and species related to NOx formation were removed. The final reduced mechanism

consisted of 36 species and 219 reactions.

6.1.2 Ethylene-Air Flame

The heavily-sooting ethylene-air flame studied experimentally by Snelling et al. [388] and numerically by

Liu et al. [60] used a configuration similar to the one described in the previous section. The burner fuel

tube inner radius, wall thickness, and coflow-air tube inner radius are 4.45, 0.95, and 50 mm, respectively.

Fuel and air are delivered at room temperature (294 K) with specified volume flow rates of 194 ml/min and

284 l/min. Unlike the methane flame, a parabolic laminar pipe flow velocity profile was assumed for the

fuel inlet while a uniform velocity profile with a boundary layer along the outer fuel tube wall was assumed

for the coflow air inlet. For this flame, the rectangular computational domain was defined here in the range

0 ≤ r ≤ 30 mm and 0 ≤ z ≤ 97.3 mm with a similar initial grid to that used for the methane-air flame: 72

by 112 non-uniformly spaced cells divided into 96 blocks of 14 by 6 cells. The simulations were performed

using the skeletal mechanism of Law [389] for ethylene-air combustion which consisted of 33 species and

205 elementary reactions. This mechanism was derived from the detailed mechanism proposed by Qin et al.

[274] using a skeletal reduction technique which eliminates un-important species and reactions based on a

sensitivity analysis.

6.1.3 Solution Procedure

All computations were performed on a high performance parallel cluster consisting of 104 IBM P6-575

nodes with 128 GB RAM per node and a high-speed interconnect. The nodes each have 32 IBM POWER6
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Table 6.1: Mesh statistics for both flames.

Methane-Air Ethylene-Air

Level Blocks Cells Tmax (K) fv,max × 107 Blocks Cells Tmax (K) fv,max × 106

0 96 8 064 2010.43 8.50 96 8 064 2102.01 8.46
1 144 12 096 2012.53 8.77 159 13 356 2103.53 8.55
2 294 24 696 2013.33 8.86 282 23 688 2103.06 8.58
3 462 38 808 2013.69 8.92 402 33 768 2104.30 8.63
4 765 64 260 2013.68 8.92 822 69 048 2104.09 8.60
5 1167 98 028 2104.07 8.61

cores (4.7GHz) and are inter-connected via a non-blocking switch with four 4x-DDR InfiniBand links.

For both flames, a converged solution was obtained on the initial 96 block mesh, the mesh was adapted,

and then a new solution was obtained. This procedure was repeated and the meshes were adapted sev-

eral more times to yield a final computational grid roughly 8–12 times the original size. Solutions were

terminated when the L2-norms of the mass, momentum, and energy residuals were all reduced by approxi-

mately seven orders of magnitude. In the sections to follow, the grid convergence is discussed, the numerical

predictions are verified, and the performance of the proposed algorithm is assessed.

6.2 Adaptive Mesh Refinement

The mesh statistics for each flame and level of refinement are given in Table 6.1. The table also provides the

maximum predicted values for temperature and soot volume fraction in each calculation. For both flames,

the maximum values converge asymptotically towards a final value. The minimum grid spacing for the finest

mesh in the r- and z-directions are 0.017 and 0.009 mm for the methane flame and 0.017 and 0.01 mm for

the ethylene flame, respectively.

The mesh adaption process is illustrated in Figs. 6.2(a) and 6.2(b) for the methane- and ethylene-air

flames, respectively. These figures depict the mesh solution blocks at each level of refinement superimposed

upon contours of predicted soot volume fraction. In both cases, the AMR algorithm correctly identified

the locations with high gradients and locally refined the mesh in the corresponding areas. This resulted

in substantial reductions in computational cost and storage since equivalent uniform meshes with the same

resolution as the finest meshes would require approximately 535 500 and 515 937 cells for the methane and

ethylene flames, respectively. This corresponds to a factor of 5 and 8 reduction in mesh size.

In both cases, refinement occurred primarily in regions with high soot mass fraction gradients. Addi-

tional blocks were identified for refinement in the ethylene-air case. These blocks were outside the high-soot

region and near the outer radius of the flame where temperature gradients were steep. Temperature gradi-

ents in the ethylene-air flame were much larger compared to the methane-air flame due to increased radiative

heat losses to the surroundings. This increased radiative heat loss in the ethylene-air flame was confirmed

by comparing the predicted ∇·~qrad for the two flames. It was approximately four times larger in the ethylene

flame as compared to the methane flame.

Although the AMR procedure for mesh refinement appears to be quite efficient, further investigation
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Figure 6.2: Refined multi-block computational mesh showing the solution blocks after each level of refinement
superimposed on contours of soot volume fraction for (a) the CH4 and (b) the C2H4 flame.

reveals that the finest mesh used in the ethylene-air case was possibly over-refined in the high-temperature-

gradient areas. Cells were added along the flame sheet (defined by the peak temperature) where temperature

gradients are high. However, temperature varies almost linearly with radius on both sides of the peak,

Fig. 6.5(a). As such, fewer cells are required to resolve these gradients near the peak since the second-order

scheme is capable of accurately resolving them with few cells. While the ε1 refinement criteria (Eq. (5.25))

may be easily adjusted to reduce the amount of refinement with respect to temperature gradients, such an

adjustment is case-specific and therefore not performed here. These results emphasize the importance of

improved error-based mesh adaptation techniques that do not rely on gradient- or physics-based refinement

criteria [390, 391]. This is especially relevant for reacting flows which have a large numbers of chemical
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Figure 6.3: Effect of grid resolution on radial profiles of soot volume fraction for (a) the CH4 flame at z=27.5 mm
and (b) the C2H4 flame at z=30 mm.

species and where the most effective refinement criterion is not readily apparent.

To further investigate the effect of grid resolution, predicted radial profiles of soot volume fraction as

a function of mesh refinement level are compared in Fig. 6.3. For the methane-air flame, illustrated in

Fig. 6.3(a), the profile along z=27.5 mm clearly converges asymptotically after three levels of refinement.

It is also evident that the minimum mesh spacing of 0.2 mm in the radial direction used by Liu et al. [166]

for the same flame is not sufficient to fully describe the soot volume fraction peaks. Grid convergence is not

strictly obtained for the ethylene-air flame, illustrated in Fig. 6.3(b), as slight changes in the profile along

z=30 mm are still observed after the final refinement operation. The differences in the grid convergence

characteristics between the two sets of flame calculations are explained by comparing the contours for soot

volume fraction depicted in Figs. 6.2(a) and 6.2(b). The figures indicate that the number of mesh points

in areas of high soot concentration is significantly lower in the ethylene flame and suggest that further

refinement in these areas may be required.

6.3 Experimental Comparison

6.3.1 Methane Flame

The results for the methane flame are compared with the numerical and experimental results obtained by

Smooke et al. [50] to verify and validate the models used. Overall, the flame structure is predicted reasonably

well and the results are similar to those obtained by Smooke et al. Experimental measurements indicated that

the flame height based on the location where the centerline temperature reached a maximum was 40 mm.

The proposed framework slightly over-predicted this flame height. A value of 55 mm is obtained here,

which is similar to the predicted value of approximately 50 mm obtained by the previous investigators.

Predicted radial profiles for temperature, methane mole fraction, acetylene mole fraction, and soot vol-

ume fraction at various axial locations are compared with the previously published experimental measure-

ments in Fig. 6.4. The temperature profiles, Fig. 6.4(a), are under-predicted by about 100 to 200 K along the

centerline and over-predicted at the outer edges of the flame. The agreement between numerical and exper-
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Figure 6.4: Comparison between the experimental measurements of Smooke et al. [50] (dots) and numerical predic-
tions (lines) for (a) temperature, (b) CH4 mole fraction, (c) C2H2 mole fraction, and (d) soot volume fraction for the
methane-air laminar diffusion flame.

imental results along the centerline is worse lower in the flame, at z=10 mm, and improves with increasing

axial distance from the burner exit plane. Similar agreement between numerical and experimental results

are reported by Smooke et al. [50].

Comparisons between the predicted and measured radial profiles for methane and acetylene mole frac-

tion are depicted in Figs. 6.4(b) and 6.4(c), respectively. Although the general trends are captured, the quan-

titative agreement between experimental and numerical results is somewhat poor. Methane is over-predicted

on average by a factor of two along the centerline and a factor of four at an axial height of 25 mm above the

burner. Smooke et al. [50] obtained similar results and attributed this poor agreement to low computed flame

temperatures, despite having increased inlet temperatures to improve predictions. As a result, methane is

consumed at a slower rate and penetrates further downstream in the calculations. This poor agreement for

the methane concentrations may also be a result of uncertainties at the fuel inlet boundary. Large gradients

in methane concentration exist at the mouth of the burner which suggest that combustion may actually begin

slightly upstream of the fuel tube exit plane. The predictions of acetylene concentration agree well with the

measurements although the predicted profiles are narrower and the values along the centerline are slightly
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Figure 6.5: Comparison between the experimental measurements of Snelling et al. [388] (dots) and numerical pre-
dictions (lines) for (a) temperature, and (b) soot volume fraction for the ethylene-air laminar diffusion flame.

under-predicted. Acetylene concentrations rapidly vanish near the edges of the flame in the numerical re-

sults but measurements indicate that they slowly decrease. The under-prediction along the centerline may

be a direct result of the delayed methane decomposition and under-predicted flame temperatures.

The predictions for soot volume fraction are compared with the measurements in Fig. 6.4(d). A large

improvement over the numerical results obtained by Smooke et al. [50] is observed which may be due to dif-

ferences in the gas-phase and soot kinetics employed. The overall structure of soot is properly captured and

the predicted values agree with experimental measurements. Smooke et al. [50] predicted a peak soot vol-

ume fraction three times larger than the measured value while the proposed framework only over-predicted

by a factor of 1.7. These predicted peaks occurred in an annular region approximately 28 mm above the

burner for Smooke et al. [50] and 33 mm here. Both numerical studies obtained values along the centerline

that were a full order-of-magnitude lower than the experimentally measured values.

The predictions for the methane-air flame described in this section also agree with other numerical pre-

dictions obtained by Liu et al. [166] for the same flame. As with the original investigators, these authors used

the artificially-increased fuel and air inlet temperatures to reduce the discrepancies between the predicted

and measured peak flame temperatures. Such an adjustment was not required here.

6.3.2 Ethylene Flame

The results obtained using the proposed algorithm are similar to those reported by Liu et al. [60]. Com-

paring the two sets of predictions, the computed temperature field in the present study is in slightly better

quantitative agreement with the experimental measurements. The proposed framework calculated a peak

temperature of 2104 K as compared to a measured peak of 2156 K and the prediction of 2010 K by Liu et al.

[60]. The predicted radial profiles of temperature along selected axial heights are compared with the mea-

surements in Fig. 6.5(a). While the predicted temperature profiles agree well with the measurements near the

peaks, the values near the centerline and outer portion of the flame are significantly under-predicted. These

low predicted flame temperatures are attributed to the neglect of fuel preheating and other uncertainties in



70 Chapter 6. Verification and Validation

0

2

4

6

8

10

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.5

1

1.5

2

2.5

3

S
o
o
t 

V
o
lu

m
e
 F

ra
c
ti

o
n
 ×

 1
0

6

C
2
H

4
 M

a
ss

 F
ra

c
ti

o
n
 ×

 1
0

3

Radius, mm

Law
Gri-Mech 3.0

1500

1600

1700

1800

1900

2000

0 1 2 3 4 5
0

0.5

1

1.5

2

2.5

3

3.5

4

T
em

p
er

at
u
re

, 
K

C
2
H

2
 M

as
s 

F
ra

ct
io

n
 ×

 1
0

2

Radius, mm

Law
Gri-Mech 3.0

Figure 6.6: Predicted radial profiles of temperature, soot volume fraction, C2H2 and fuel mass fraction for the C2H4
flame at z=30 mm obtained using different gas-phase mechanisms.

the inlet boundary conditions.

As shown in Fig. 6.5(b), the predictions of soot volume fraction are also in reasonable quantitative

agreement with the experimental measurements. A peak value of 8.6 ppm was predicted using the cur-

rent implementation compared to the measured peak of 8.021 ppm. Liu et al. [60] obtained slightly better

quantitative agreement, predicting a peak soot volume fraction of 8.0 ppm. The computed structure of the

soot distributions differs significantly from the experimental results. This is observed in Fig. 6.5(b), which

compares the predicted soot volume fraction along various radial profiles with the previously published ex-

perimental measurements. The calculations predict a more annular structure with lower soot concentrations

along the centerline than the measurements. Similar results were obtained by Liu et al. [60].

6.4 Effect of Gas Phase Mechanism

Calculations of the ethylene-air flame with the initial coarse mesh were performed a second time using the

modified form of GRI-Mech 3.0 to assess the sensitivity of soot formation to gas-phase kinetics. A compar-

ison of the radial profiles along z=30 mm for ethylene and acetylene mass fraction, temperature, and soot

volume fraction which were obtained using both mechanisms is illustrated in Fig. 6.6. Calculations using

GRI-Mech 3.0 predicted a slightly lower peak soot volume fraction and a 25% lower centerline fuel mass

fraction when compared to calculations using the skeletal mechanism of Law [389]. Negligible differences

are observed between predictions for temperature and acetylene concentrations. The large differences in fuel

mass fraction can be attributed to the higher laminar flame speeds predicted by GRI-Mech 3.0. Egolfopou-

los and Dimotakis [277] found that this mechanism drastically over-predicted the laminar flame speeds in

ethylene-air mixtures. In contrast, the skeletal mechanism of Law [389] was demonstrated to accurately

reproduce laminar flame speeds under atmospheric conditions. Despite these large differences in the pre-

dicted ethylene concentrations, acetylene and soot concentrations are not greatly affected by the change in

mechanism.
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6.5 Parallel Performance

The parallel performance of the algorithm was assessed for both strong and weak scaling. These two prop-

erties are a measure of the ability to demonstrate a proportionate increase in parallel speedup with more

processors. For the strong scaling test, the problem size is held fixed while the number of processors used to

perform the computation is varied. Weak scaling is measured by holding the work load per processor fixed

and varying the problem size with the number of processors. These two scaling properties are measured by

the parallel speedup S p and efficiency ηp which are defined as

S p =
t1
tp

(6.1)

ηp =
S p

p
(6.2)

where t1 and tp are the total wall times required to solve the problem with 1 and p processors, respectively.

In both the strong and weak scaling tests, solutions were also obtained using the OTA for radiative heat

transfer [60]. The OTA assumes that radiation leaving a surface travels through the domain unattenuated.

As a result, the radiative intensity field is known everywhere and ∇ · ~qrad can be evaluated directly without

solving the radiative transfer equation. The parallel performance of the current DOM implementation is

quantified by comparing the results using both the OTA and DOM.

6.5.1 Strong Scaling

Strong scaling of the algorithm applied to both coflow flames was measured using fixed-size meshes con-

sisting of 384 equally-sized blocks of 14 by 6 cells (32 256 total cells). The work load per processor was

varied without affecting the partitioning of the mesh by changing the number of blocks assigned to each

processor. As a result, only the effect of inter-processor communication on parallel efficiency is taken into

account. The negative effects of mesh partitioning on the effectiveness of Schwarz preconditioning and the

parallel efficiency of the implemented DOM space-marching technique were not directly assessed for this

study.

The resulting relationship between parallel speedup, efficiency, and number of processors is shown

in Fig. 6.7(a) for the two flames. Excellent parallel performance is achieved with an efficiency greater

than 70% up to 384 processors. Slight differences between the results for both flames exist which are

caused by changes in governing equation stiffness with soot production and gas-phase kinetic mechanism.

Comparing the results obtained using the two radiation models, the parallel performance of the overall

algorithm improved when the OTA was used to evaluate ∇ · ~qrad. Parallel efficiencies of 70 and 77% on

384 processors were obtained using the DOM and OTA, respectively. This improvement is attributed to the

added communication required when solving the DOM equations. When using the DOM with the proposed

algorithm, both the fluid solution for the surrounding ghost cells and the radiative intensities along the block

boundaries are communicated. Only the fluid solution states are be passed when using the OTA.
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Figure 6.7: Parallel performance of the proposed solution algorithm showing the (a) strong and (b) weak scaling
performance obtained for the methane- and ethylene-air laminar diffusion flame simulations.

6.5.2 Weak Scaling

The weak scaling performance of the proposed solution algorithm is observed in Fig. 6.7(b) for the two

different flames and radiation models. It was obtained by assigning each processor a single block and

iterating for a fixed number of Newton steps. When the OTA was used, excellent weak scaling performance

is observed with a parallel efficiency of 92% achieved on 1167 processors. A significant reduction in parallel

performance is observed when the DOM radiation model is used. Using the DOM, increasing the mesh size

by a factor of eight produced a two-fold decrease in parallel efficiency for the methane flame. This large

decrease in parallel performance is due to the serial nature of the space-marching technique used to solve

the DOM equations. The lowest parallel efficiencies achieved using the DOM were 54% for the methane-air

flame on 765 processors and 67% for the ethylene-air flame on 822 processors.

6.5.3 Computational cost for methane flame

The computational cost as measured in terms of the wall-clock time for the methane flame calculations

on the 96-block mesh (8064 cells) is provided in Table 6.2 for several different gas-phase mechanisms with

varying levels of complexity. All computations use the DOM for radiation and solve the full set of governing

equations, Eqs. (3.2a)–(3.2f). They were each started from the same initial guess. The results show that

although wall time increases as more species are introduced to describe the gaseous phase, the number of

Newton iterations remains virtually unaffected. This demonstrates the effectiveness of the Newton-Krylov

approach advocated here. The calculation with 101 species is completed in less than three hours when 96

processors are used.

The performance of the proposed algorithm was also compared to similar numerical frameworks for

studying soot that were discussed at the beginning of Chapter 5. Zhang et al. [70] performed computations

for the same methane flame that is studied here on a mesh with 16 512 cells using the modified version

of GRI-Mech 3.0. They reported wall-clock times of 350 min to obtain converged flame solutions when

soot was neglected using 12 processors with similar floating point performance as those used in the the
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Table 6.2: Wall-clock times for methane flame on 96-block mesh using 96 processors and vari-
ous gas-phase reaction mechanisms.

Gas-Phase Mechanism Gaseous Species Wall Time (min) Newton Steps

Kazakov and Frenklach [392] 24 16.8 620
Gri-Mech 3.0 36 29.8 662
Appel et al. [31] 101 176.5 609

present work. Assuming a 50% parallel efficiency on 96 processors (this a valid assumption since parallel

performance decays exponentially as more processors are used [393]) and that computation time varies

linearly with the number of cells, their solution algorithm is expected to take 35 min using 96 processors on

a mesh with 8064 cells. The new algorithm proposed here required only 29.8 min to solve the full governing

equations, which included soot. This would seem to provide a substantial reduction in the computational

time required to perform detailed simulations of laminar flames since the estimated computation time for

the Zhang et al. solution method does not include the additional cost of solving the equations governing

soot. Additionally, the computational framework described herein provides a much more general approach

for laminar flames by solving the unmodified, fully-compressible, gas-phase equations on complex domains

using multi-block, body-fitted mesh. The proposed framework would also seem to offer similar performance

improvements over the methodology proposed by Ern et al. [333]. Although, the comparison is made

difficult by uncertainties in the relative computational performance of the computer processors used and

because Ern et al. only report wall-clock times for a portion of the overall solution.





Chapter 7

EFFECTS OF PRESSURE AND GRAVITY

IN ETHYLENE DIFFUSION FLAMES

One of the main goals of this research is to study the influence of gravity and pressure on the sooting

characteristics and structure of laminar diffusion flames. In this chapter, predictions for the ethylene-air

diffusion flames studied by Panek and Gülder [93] at pressures between 0.5–5 atm are presented and dis-

cussed. Calculations were performed under both normal- and zero-gravity conditions to help separate the

effects of pressure and buoyancy on soot formation. Similar results for methane-air diffusion flames between

1–60 atm follow in Chapter 8.

The burner configuration is first discussed and specific details of the calculations are described. Follow-

ing this, the accuracy of the soot model and its ability to capture the effects of pressure are assessed against

the available experimental data. The influence of gravity and pressure are then discussed in detail.

7.1 Coflow Burner Configuration

The experimental apparatus used by Panek and Gülder [93] consists of a coflow burner, Fig. 7.1(b), housed

inside a cylindrical pressure vessel, Fig. 7.1(a). The burner has a central fuel tube of 3.06 mm exit diameter

and a concentric coflow-air tube of 25.4 mm inner diameter. Both the inner and outer surfaces of the fuel tube

are chamfered with a round edge at the nozzle exit plane, which introduces uncertainties in the fuel’s outlet

velocity profile. For all the flames, constant mass flow rates for ethylene and air of 0.482 mg/s and 0.11 g/s

were maintained, respectively, corresponding to an equivalent carbon flow rate of 0.412 mg/s. Panek and

Gülder obtained measurements for temperature and soot volume fraction in flames at pressures between

0.5 to 5 atm, so calculations were performed at 0.5, 0.7, 1, 2, and 5 atm. While experimental measurements

were only obtained under normal-gravity conditions, the calculations were performed for both normal- and

zero-gravity levels. The temperature of the fuel and air supplied to the burner was assumed to be equal

to 300 K for all cases. All computations were obtained using the skeletal mechanism of Law [389] for

ethylene-air combustion (see Section 6.1.2).
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[394] and Joo and Gülder [44].
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7.2 Numerical Model

7.2.1 Computational Domain and Boundary Conditions

The two-dimensional computational domain used for the coflow burner is shown schematically in Fig. 7.2

along with the applied boundary conditions. The domain extends radially outwards 20 mm and downstream
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Figure 7.3: Computational grid used for all flame calculations described in Chapters 7 and 8. Block boundaries are
shown in (b) designated by bold lines.

25 mm. It also extends 9 mm upstream into the fuel and air tubes to account for the effects of fuel preheat-

ing [64] and better represent the inflow velocity distribution. As shown in Fig. 7.2, the chamfered edge of

the fuel tube was approximated by a tube with 0.4 mm uniformly-thick walls. The three surfaces that lie

along the tube wall were modelled as fixed-temperature walls at 300 K with zero-slip conditions on velocity.

All other boundary conditions are exactly the same as those described in Section 6.1.

The computational domain in Fig. 7.2 was subdivided into 192 cells in the radial- and 320 in the axial-

direction to form a structured, non-uniformly-spaced mesh of 60 000 cells. These cells were clustered

towards the burner exit plane to capture interactions near the fuel tube walls and towards the centerline to

capture the core flow of the flame. A fixed mesh spacing of approximately 35 µm was specified in the radial-

direction between r=0 and r=4.8 mm. The vertical spacing approaches 5.6 µm near the fuel tube exit plane.

The resulting mesh, Fig. 7.3, was employed for all calculations in this chapter, zero- and normal-gravity,

to facilitate the comparison. While no AMR was used for this study and the one described in Chapter 8,

manually refining the mesh did not significantly improve the numerical solution.

7.2.2 Solution Procedure

Solutions for each operating condition were obtained through the following steps:

Step 1. Specify the initial conditions. The domain is initialized with cold air and fuel and a small rect-

angular region above the burner exit plane is used as an igniter to initiate chemical reactions. This igniter

region is either initialized with an unburt mixture of stoichiometric proportions at 1400–1800 K or a mixture

of equilibrium combustion products.
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Step 2. Compute the initial guess neglecting soot and radiation. To overcome the somewhat chaotic

transient period that accompanies ignition, a semi-implicit relaxation scheme [337] is used to partially-solve

Eqs. (3.2a)–(3.2d) and compute an initial guess for Newton’s method. The initial guess is obtained after

about 10 000 iterations using a CFL between 0.1–0.5 and Mref = 0.1.

Step 3. Solve reacting flow neglecting soot and radiation. Using the solution computed in step 2 as an

initial guess, Eqs. (3.2a)–(3.2d) are solved with the implicit algorithm described in Section 5.1.6. As the

solver converges towards the final solution, the CFL is slowly increased to between 10–100 and Mref is

decreased to 10−3.

Step 4. Turn on soot and optically-thin radiation models. The fully converged solution obtained in step 3

is used as an initial guess. Due to the strong coupling between soot, radiation and temperature, another

chaotic non-linear phase results as the solution adjusts. This phase is nursed by reducing the CFL to between

0.1–1 and then slowly increasing it back up to 4–10.

Step 5. Solve for the final solution using the DOM. Typically, no special treatment is required when the

solution from step 4 is used as an initial guess. For cases involving soot concentrations exceeding 10 ppm,

the CFL must be lowered slightly to maintain stability.

Convergence was achieved when the L2-norms of the mass, momentum, and energy residuals were

reduced by at least seven orders of magnitude. A sample convergence history for the density residual is

illustrated in Fig. 7.4.

7.3 Comparison with Experiment

Panek and Gülder [93] constructed radial profiles for temperature and soot volume fraction from line-of-sight

measurements obtained using the spectral soot emission diagnostic (SSE) technique [395]. This technique
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Figure 7.5: Measurements of Panek and Gülder [93] (symbols) and numerical predictions (lines) for radial profiles
for soot volume fraction and temperature at various flame heights.

measures the line-of-sight radiation emitted by the soot particles along chords through the flame using a

charge-coupled device (CCD) camera.

7.3.1 Radial Profiles

Predicted radial profiles for soot volume fraction and temperature are compared with the experimental mea-

surements obtained by Panek and Gülder [93] in Fig. 7.5 for each operating pressure investigated. Only the

numerical results obtained for the normal-gravity flames are presented in the figure. Three axial locations

were chosen for this comparison: low in the flame where soot particles undergo nucleation and growth, the

middle of the flame near the maximum soot volume fraction, and higher in the flame where soot is oxidized.

The model predicts many of the experimentally-observed trends, but generally over-predicts soot volume

fractions throughout the 0.5 to 1 atm flames and under-predicts soot in the 2 and 5 atm flames.

In both the experiments and calculations, soot is formed in an annulus downstream of the fuel tube rim.

The measured soot volume fractions initially increase with height and then decrease as soot is oxidized

higher up in the flame. This initial increase is not predicted between the three axial heights shown in

Fig. 7.5 as soot volume fractions have already begun decreasing at the lowest height considered for each

flame. This discrepancy suggests that the numerical model predicts the initial formation of soot lower

in the flame than measured. As pressure is increased, the location of the peaks in the measured radial
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profiles for soot volume fraction contract radially-inwards, the peaks become more pronounced, and soot

concentrations increase. While these features are observed in the numerical results, the magnitudes of the

computed soot volume fractions are greatly over-predicted in most cases, especially in the annular region

with high soot concentrations. The degree of this over-prediction is largest at 0.5 atm and diminishes as

pressure is increased. At 5 atm, the calculations under-predict the peak soot volume fractions by about a

factor of two.

Despite the errors in the predicted soot volume fraction, the computed radial temperature profiles given

in Fig. 7.5 agree quite well with the measurements. One exception occurs at 5 atm where peak temperatures

are over-predicted by up to 200 K. Moreover, the observed discrepancies for temperature do not explain

the errors in the computed soot volume fraction that were discussed previously. At low pressures, between

0.5 and 1 atm, temperatures are under-predicted while soot volume fraction is over-predicted. The opposite

is observed at 5 atm. In all flames, the temperatures along the centerline are somewhat under-estimated.

Similar relationships between pressure, flame height, and temperature are observed in both the numerical

predictions and experimental measurements. The experimental and numerical temperature profiles possess

an annular structure similar to the radial profiles for soot volume fraction except that the radial location

where temperature peaks occurs at a much larger radius. With increasing height in the flame, the location

of the peak temperatures gradually shifts towards the centerline in both sets of results. A slight increase in

temperature with increasing height is observed in the numerical results, except between 2 and 5 atm where

peak temperatures steadily decrease with increasing height. While similar trends were also measured, the

small number of valid temperature measurements makes a detailed comparison rather difficult. For example,

the measured peak temperatures increase with height in the 0.7, 1, and 2 atm flames while they decrease with

height in the 0.5 and 5 atm flames.

7.3.2 Soot Volume Fraction Contours

Two-dimensional contour plots of soot volume fraction were constructed from the experimental measure-

ments and are compared with the numerical results for the normal-gravity flames in Fig. 7.6. Qualitatively,

the predicted and measured flame geometries are similar and the narrowing of the flame with increasing

pressure is clearly observed in both sets of results. The flame height based on soot volume fraction between

0.5 and 1 atm is also accurately predicted by the model. Within this range of pressures, a constant height

of approximately 6.7 mm is predicted when the edge of the visible flame is approximated by the isocontour

where the soot volume fraction is equal to 0.01 ppm. While the measured heights are comparable, it is

difficult to clearly distinguish a visible flame height from the measured contours since the tip of the flame

appears cut off. As pressure is increased from 1 to 5 atm, both the measured and predicted flame heights

increase, but the model under-predicts this increase. A height of roughly 8.5 mm is predicted at a pressure

of 5 atm compared to a measured height of 9.5 mm. The model also incorrectly predicts the location of the

peak soot volume fraction and, in general, some significant differences between predicted and measured soot

concentrations are observed at lower flame heights. Soot is predicted to reach a maximum in an annular re-

gion near the middle of the flame whereas the peak is experimentally-observed to occur along the centerline
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Figure 7.6: Predicted (left) and measured (right) contours for soot volume fraction in ppm. Experimental measure-
ments are taken from Panek and Gülder [93].

near the flame tip, although the measurements display a pronounced annular structure at 5 atm. Addition-

ally, the model always predicts that soot production begins further upstream than in the experiments. With

increasing pressure, both experiments and predictions show that soot formation begins lower in the flame

and that the annular structure becomes thinner. However, these observations are more pronounced in the

experimental measurements.

7.3.3 Soot Yield

To assess the fuel’s propensity to soot and its sensitivity to pressure, the variation in the carbon conversion

factor with pressure was studied. This factor is defined as ηs = ṁs/ṁc where ṁc is the carbon mass flow rate

at the nozzle exit [9]. The mass flux of soot through a horizontal cross-section is

ṁs = 2πρs

∫
φvr dr (7.1)

where ρs = 1.9 g/cm3 is the density of soot and v is the axial velocity. Since the velocity is not known in

the experiments, it is estimated by v =
√

2az where z is the height above the burner and a is an acceleration

constant commonly assumed equal to 25 m/s2 [46]. However, at sub-atmospheric pressure, assuming non-

buoyant conditions, the acceleration varies proportional to the square of pressure, a ∝ p2 [7]. Therefore,

a = 12.25 m/s2 at 0.7 atm and a = 6.25 m/s2 at 0.5 atm. The computed velocity was also used as an

alternative to estimate ṁs in Eq. (7.1) using the experimentally-measured soot volume fractions.

The effect of pressure on the predicted and measured maximum ηs for the normal-gravity flames is pre-

sented in Fig. 7.7. Numerical results obtained using a gravitational constant of 0 m/s2 are also provided

in the figure, but they are not discussed until the following section. As observed in the figure, the normal-

gravity calculations greatly over-predict the experimental values at 0.5 atm. Nonetheless, the agreement

between measurements and predictions improves as pressure is increased to 2 atm. At 5 atm, the predictions

under-predict the maximum amount of fuel carbon that is converted to soot. It is believed that the larger
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differences at low pressures (0.5 and 0.7 atm) are caused by systematic errors in the values for soot vol-

ume fraction derived using the SSE technique. SSE errors become large as soot volume fractions decrease

below 0.5 to 1 ppm since measured intensities approach the background levels. This may also explain the

extremely large measured dependence of ηs on pressure at low pressures. The measured relationship be-

tween ηs and pressure is approximately ηs ∝ p5.6 between 0.5 to 1 atm and ηs ∝ p1.8 between 1 and 5 atm

(based on v =
√

2az). Using the calculated velocity to determine the experimental values for ηs instead of

v =
√

2az does not significantly affect these observed trends with pressure (ηs ∝ p4.3 between 0.5 to 1 atm

and ηs ∝ p1.7 between 1 and 5 atm), but shifts the values for ηs upward slightly. Numerical predictions for

the maximum ηs in the normal-gravity flames display a dependence proportional to p1.7 between 0.5 to 2 atm

and p1.1 from 2 to 5 atm. While the model correctly predicts the decreasing sensitivity of the peak ηs with

increasing pressure, the strength of this pressure dependence is always under-predicted and the magnitudes

of the peak ηs are over-predicted. This under-estimated pressure-dependence is consistent with the over-

predicted soot volume fractions at low pressures and under-predicted soot volume fractions at 5 atm that

were observed in Figs. 7.5 and 7.6.

7.4 Effects of Gravity and Pressure

7.4.1 Soot Yield

As observed in Fig. 7.7, gravity has a large effect on the predicted maximum value for ηs. The maximum ηs at

each pressure is larger in zero-gravity with the largest difference between the two, a factor of 1.7, occurring

at a pressure of 2 atm. There is also a significant change in the relationship between ηs and pressure when

gravity is eliminated. For example, the maximum ηs in the zero-gravity flames displays a dependence

on pressure proportional to p2.0 between 0.5 to 2 atm and p0.6 from 2 to 5 atm. This observed zero-gravity

relationship between ηs and pressure is stronger than predicted in normal-gravity at low pressures and weaker

at high pressures.

The differences observed between the ηs-pressure relationships at the two levels of gravity are partially
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explained by comparing the local variation of the soot mass fraction, Ys, along a soot particle’s path, shown

in Fig. 7.8 for each flame. In the figure, the trajectory of the soot particle originates at the reaction zone

and passes through the region of maximum soot volume fraction. The reaction zone was designated by the

location where the mixture fraction is stoichiometric. A similar procedure was performed by Honnery and

Kent [396, 397] to analyze experimental measurements in laminar diffusion flames of ethylene and ethane.

For this numerical study, the mixture fraction was computed using the following relation proposed by

Bilger [398] for ethylene-air flames:

Z =

1
2 YC/MC + 1

4 YH/MH + 1
3 (YO,2 − YO)/MO

1
2 YC,1/MC + 1

4 YH,1/MH + 1
3 YO,2/MO

(7.2)

From Eq. (7.2), the stoichiometric value of Z is equal to

Zst =
YO,2/MO

1
2 YC,1/MC + 1

4 YH,1/MH + 1
3 YO,2/MO

(7.3)

where Y j and M j are the mass fractions and atomic masses for the elements carbon, hydrogen, and oxygen.

Subscripts 1 and 2 refer to values in the fuel and air streams, respectively.

As observed in Fig. 7.8, Ys initially increases with residence time, peaks, and rapidly decreases. At

0.5 atm, the differences between the normal- and zero-gravity flames are small. Residences times are similar
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and the peak Ys is only slightly enhanced at zero-gravity. Since soot levels are low and residence times do not

increase much from normal to zero gravity at 0.5 atm, differences in predicted temperatures are expected

to be small at this pressure. As such, the enhanced soot production which occurs in the 0.5 atm flame

when gravity is neglected is attributed to longer residence times and reduced flow velocities. Reducing flow

velocities slows the entrainment of fresh oxidizer into the flame, promoting pyrolysis and delaying soot

oxidation.

For the normal-gravity cases, more soot is produced at elevated-pressures mainly because soot formation

begins earlier and lasts longer. The soot formation rates, i.e., the slopes of the lines in Fig. 7.8, do not change

much as pressure is increased. Soot formation takes more time to start when pressure is increased for the

zero-gravity flames, but the soot yield still increases because the overall time from nucleation to complete

destruction gets longer. This observed increase in residence time between 0.5–5 atm is significantly larger

for the zero-gravity flames; a factor of 2 increase is observed at normal gravity while a factor of 20 increase

occurs under zero-gravity conditions. This produces higher soot concentrations in zero gravity and results in

the previously-mentioned enhanced dependence of ηs on pressure at low pressures. The lower zero-gravity

dependence of ηs on pressure above 2 atm is attributed to a lack of available acetylene for further soot

production and decreased temperatures. Radiative heat losses increase significantly above 1 atm in zero

gravity since residence times increase with pressure-squared and soot levels are high.

The predicted contours of soot volume fraction for the flames at both levels of gravity are compared

in Fig. 7.9. The location of the stoichiometric mixture fraction surface in each flame is also indicated in

Fig. 7.9 to compare the effects of gravity and pressure on flame geometry. As observed in the figure, soot

concentrations at each pressure are consistently higher for the zero-gravity flames. For example, the peak

soot volume fraction in zero gravity is roughly 1.4, 1.6, 2.0, 2.7, and 2.2 times larger than the equivalent

normal-gravity flame at 0.5, 0.7, 1, 2, and 5 atm, respectively. A similar factor-of-two enhancement of

the peak soot volume fraction in micro-gravity was measured during drop-tower experiments [82, 87, 399]
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and predicted by Kong and Liu [26, 27]. Kaplan et al. [23] predicted a much larger 11-fold increase in

soot volume fraction for laminar ethylene-air jet diffusion flames in quiescent air. Between 0.5 and 1 atm,

the predicted soot concentrations for each pressure have a similar structure under normal- and zero-gravity

conditions except that soot is formed slightly lower in the zero-gravity flames. This earlier appearance of

soot occurs primarily because velocities are slower and residence times longer for the zero-gravity cases.

Above 1 atm, the heights of the zero-gravity flames become significantly longer than the normal-gravity

flames since more soot is produced and oxidation rates are slower in zero-gravity.

There is a noticeable difference in the effect of pressure on flame structure at the two gravity levels.

Under normal gravity, the annular soot-containing region becomes thinner and more pronounced as pressure

is increased to 5 atm. However, thermophoretic forces become relatively more important in zero-gravity,

especially at high pressures where flow velocities are low, which drive particles off flow streamlines and

thicken the annular soot-containing region. The increased effects of molecular diffusion, which also become

more important as pressures are increased in the absence of gravity, contribute to the thickening of the

soot-containing region by widening the reaction zone.

7.4.2 Flame Geometry

The effect of pressure on flame shape, illustrated in Fig. 7.9, is different at normal- and zero-gravity. The

shapes of the flames are similar when pressure is low, but deviate significantly as pressure is increased. For

example, flame width decreases with increasing pressure at normal-gravity, in accordance with previous

findings [22, 40, 42–44], while it increases with pressure at zero-gravity. The zero-gravity flames also

become significantly longer than the normal-gravity ones above 1 atm. These observed differences are

summarized in Fig. 7.10, which compares the computed flame lengths and radii for all flames. Two different

methods were used to define the edge of the flame — based on the visible flame geometry and based on

the stoichiometric mixture fraction. In this study, the visible edge of the flame is defined by the isocontour

where soot volume fraction is equal to 0.01 ppm. At normal-gravity and high pressures, the visible and
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Figure 7.11: The effect of pressure and gravity on the stoichiometric mixture fraction surface.

stoichiometric flame radii are proportional to p−0.43 and p−0.35, respectively. However, a much slower rate

of decrease is observed between 0.5 to 2 atm since the effects of buoyancy weaken as pressure is decreased.

Buoyant forces are not present in the zero-gravity cases and therefore soot transport via thermophoresis

becomes increasingly important at high pressures where axial velocities are small. As a result, the visible

widths of the zero-gravity flames increase proportional to p0.07 over the entire range of pressures considered.

The rapid increase in flame height between 1 and 5 atm at zero-gravity suggests that the 5 atm zero-gravity

flame is close to the smoke point.

The strong effect of gravity and pressure on flame shape is illustrated in Fig. 7.11(a), which compares

the predicted stoichiometric mixture fraction isocontours for each flame. Gravity has absolutely no effect on

the flame height when soot and radiation are turned off, Fig. 7.11(b). This implies that the lengthening of

the zero-gravity flames with pressures occurs solely because of the reduced flame temperatures and slower

oxidation of soot.

7.4.3 Residence Time and Velocity

Under normal-gravity conditions, pressure should not affect the residence times in buoyancy-dominated

laminar diffusion flames (see discussion in Section 1.4). However, as observed in Fig. 7.8, the particle

residence time increases with pressure regardless of gravity level. While this change in residence time is

expected for zero-gravity conditions because there are no buoyant forces to accelerate the flow, it is not clear

why residence time increases at normal gravity. Under zero-gravity conditions, the axial velocity along

the centerline, illustrated Fig. 7.12(a), decreases almost linearly with pressure. However, the centerline ve-
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Figure 7.12: (a) Distributions of the predicted axial velocity along the flame centerline and (b) the mass flow rate
through the stoichiometric flame envelope.

locities for the normal-gravity flames do not change much with pressure because buoyant forces quickly

accelerate the flow. Thus, the change in residence time with increasing pressure at normal gravity occurs

because the flame diameter is approximately proportional to p−0.4 instead of p−0.5 (the theoretical relation-

ship). This leads to lower average velocities through the core of the flame and longer residence times under

normal-gravity conditions. It suggests that the ethylene-flames studied here are still developing and not fully

buoyancy dominated, even at 5 atm. This development is observed in Fig. 7.10 since the relationship be-

tween pressure and flame diameter appears to be changing asymptotically. These results would also explain

the increase in flame height observed as pressure is increased under normal-gravity conditions.

Oddly, the mass flow rate through the flame envelope actually increases with pressure under normal-

gravity conditions, illustrated in Fig. 7.12(b). For this study, the flame envelope is defined by the isocontour

where the mixture fraction is stoichiometric. The mass flow decreases beyond about 3 mm since the flame

begins to close. Under normal-gravity conditions, more of the surrounding coflow is entrained into the flame

at higher pressures because the velocity of the surrounding air decreases while the velocity of the central

core remains roughly constant. This creates an intense shear-layer between the two streams. The mass flow

rate through the zero-gravity flames is unaffected by pressure, possibly because the flame diameter doesn’t

change and the velocities of the two streams both decrease at the same rate with pressure. The results shown

in Fig. 7.12 indicate that residence time cannot always be assumed independent of pressure, at least at lower

pressures.

7.4.4 Temperature and Radiation Heat Transfer

The predicted temperature contours for the normal- and zero-gravity flames are compared in Fig. 7.13(a).

Temperature predictions were also computed neglecting soot and radiation, Fig. 7.13(b), to assess the impact

of radiation on flame structure. At 0.5 atm, there is almost no difference between the predicted temperature

fields at the two levels of gravity since the effects of radiation are small. However, radiation effects become
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Figure 7.13: Predicted temperature contours for the normal-gravity (left) and zero-gravity (right) flames. Units in
K. The dashed black lines correspond to the location where the mixture fraction is equal to the stoichiometric value.

large as pressure is increased to 5 atm which drastically alters the predicted temperature fields in both the

normal- and zero-gravity flames. Residence times do not change much in the normal-gravity flames and,

as such, radiation is primarily influenced only by the local soot concentrations. Increasing pressure has a

much larger effect on radiation when gravity is absent as residence times are drastically increased and soot

production is enhanced. This is evident by comparing the results computed with and without radiation,

Figs. 7.13(a) and 7.13(b).

Considering the temperature predictions obtained without soot and radiation, Fig. 7.13(b), peak tem-

peratures steadily increase with pressure. Temperatures are only marginally lower in zero-gravity since the

transport of fresh reactants to the reaction zone is slower. When soot and radiation are included, Fig. 7.13(a),

peak temperatures of the normal-gravity flames increase with pressure at a slower rate since any increases in

heat-release is counter-acted by radiative heat losses. Radiation effects are much stronger at zero-gravity due

to the increased residence time and, as a result, peak temperatures decrease with increasing pressure. Above

1 atm, the peak temperatures in the zero-gravity flames are significantly lower than those in the normal-

gravity flames. There is also a considerable temperature drop along the centerline in zero-gravity. These

low temperatures in the zero-gravity flames are one of the primary reasons for the decreased sensitivity of

ηs to pressure observed above 1 atm.
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Figure 7.15: Predicted contours for ethylene mass fraction in the normal-gravity (left) and zero-gravity (right) flames.

The divergence of the radiative heat flux, ∇·~qrad, is plotted in Fig. 7.14 for each flame. Since this quantity

varies exponentially over the range of pressures studied, the logarithm of the negative component of ∇ · ~qrad

is plotted in Fig. 7.14. At 0.5 atm, the predicted contours of ∇ · ~qrad at normal- and zero-gravity are very

similar. However, the rapid increase in radiation transport with pressure produces significant differences

between the predictions for ∇ · ~qrad in the two 5 atm flames. The magnitude of ∇ · ~qrad is larger in the zero-

gravity flames below 2 atm but becomes larger in the normal-gravity flame at 5 atm. This is a direct result

of the steeper temperature and soot concentration gradients in the normal-gravity flames at high pressures.

There is also a significant amount of energy transported upstream into the coflow air supply tube. While this

upstream energy transport vanishes under normal-gravity conditions when pressure is increased to 5 atm, it

intensifies with pressure in the absence of gravity.

7.4.5 Species Mass Fractions

In the presence of gravity, buoyant forces rapidly accelerate the flow upward, entraining the surrounding co-

flowing oxidizer stream and mixing the oxidizer with fresh fuel. Since buoyancy-induced acceleration scales

with p2g, increasing pressure intensifies entrainment and speeds up oxidative pyrolysis. This phenomenon is

observed in Fig. 7.15, which shows the predicted contours of ethylene mass fraction in the normal- and zero-

gravity flames. For normal-gravity conditions, ethylene is consumed at a faster rate as pressure is increased

from 0.5 to 5 atm. Early fuel pyrolysis is also observed inside the fuel tube at high pressures. When gravity

is eliminated, increasing pressure while maintaining fixed mass flow rates has the opposite effect since flow
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Figure 7.16: Predicted contours for acetylene mass fraction in the normal-gravity (left) and zero-gravity (right)
flames.

velocities are reduced. As such, convective transport slows and fuel consumption rates decrease. No early

fuel pyrolysis is observed at zero-gravity due to the lower centerline temperatures which were observed in

Fig. 7.13(a).

The predicted acetylene mass fractions for all of the flames studied are illustrated in Fig. 7.16(a). Acety-

lene concentrations steadily decrease as pressure is increased from 0.5 to 5 atm in both cases, normal- and

zero-gravity, which is attributed to the consumption of acetylene to produce soot. This is confirmed by

Fig. 7.16(b), which shows the predicted acetylene mass fractions computed when soot and radiation are

neglected. The observed decrease in acetylene mass fraction with increasing pressure is substantially larger

when gravity is neglected due to the long residence times and enhanced soot production. The low tem-

peratures observed in Fig. 7.13(a) along the centerline at zero-gravity may also hinder the production of

acetylene. These significantly lower acetylene concentrations above 1 atm in zero gravity contribute to the

weaker ηs-pressure dependence observed when gravity is eliminated. Between 0.5 and 1 atm, acetylene con-

centrations and temperatures are similar at both levels of gravity, so the stronger ηs-pressure dependence in

zero-gravity is caused by the effect of pressure on velocity and residence time.
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Figure 7.17: Soot volume fraction (left) and temperature (right) contours computed using an adiabatic wall boundary
condition. Soot volume fraction in ppm and temperature in K. Dashed black lines denote the location where the
mixture fraction is equal to the stoichiometric value.

7.5 Influence of Wall Boundary Condition

Panek and Gülder [93] observed a blue region at the base of the flame that vanished as pressure was increased

to 5 atm. At this pressure, the yellow luminous portion of the flame extended from the flame tip all the way to

the burner rim. Large gradients occur near the fuel tube rim, which were discussed in the previous sections,

and significant heating of the fuel tube is expected as a result. The temperatures along the outer surface

of the burner tube were measured by Gülder et al. [400] for laminar coflow diffusion flames of ethylene

and propylene at atmospheric pressure. They reported fuel tube temperatures up to 100 K higher than the

temperature of the fresh reactants. Based on the visual observations of Panek and Gülder [93] and the

numerical results discussed in previous sections, this heating of the tube rim is expected to intensify as the

flame base moves towards the burner rim with increasing pressure.

In order to assess the effect of gas-tube heat transfer on the numerical predictions, additional calculations

were performed at 5 atm using an adiabatic boundary condition for the tube walls. Specifying adiabatic walls

represents the opposite limit with respect to the effects of wall heating since the tube is allowed to heat up

to the maximum possible temperature. The true boundary condition lies somewhere in between the two

extremes.

The predicted soot volume fraction and temperature contours computed using the new boundary condi-

tions are provided in Fig. 7.17 for the two flames. Changing the wall boundary condition significantly alters

the numerical predictions; soot concentrations are larger and the visible flame heights of the two flames are

longer in the absence of gas-tube heat transfer. Peak soot concentrations are 2.4 and 1.8 times larger using

the adiabatic boundary conditions at normal and zero gravity, respectively. This increase in predicted soot

volume fraction is attributed to the higher temperatures near the flame base which result when the walls

are adiabatic. For adiabatic walls, temperatures exceed 2000 K near the tip of the tube in both cases. As

such, soot production rates near the tube wall intensify and more soot is produced throughout the flame. For
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the normal-gravity flame, the new calculations over-predicted the measured soot concentrations shown in

Fig. 7.5 by about the same amount as they were under-predicted before. The newly predicted visible flame

length is approximately 9.5 mm which is in better agreement with the experimental observations. When

adiabatic walls are specified, the zero-gravity flame begins to emit smoke since soot is no longer fully oxi-

dized before leaving the flame envelope. Changing the boundary condition also causes the peak soot volume

fraction in zero-gravity flame to shift to the centerline.

Comparing the predictions for temperature in Fig. 7.13(a) and 7.17, the peak values are 120 and 164 K

larger at normal- and zero-gravity, respectively, when adiabatic walls are specified as opposed to a fixed

wall temperature. These peak values occur lower in the flame near the tip of the fuel tube. There is also a

dramatic decrease in temperature along the centerline at zero-gravity since radiative heat losses are enhanced

by the higher soot concentrations.

While there was some improvement in the predicted flame height, the overall agreement for temperature

and soot volume fraction did not improve much when the adiabatic wall boundary condition was employed.

A conjugate heat transfer analysis is required to obtain better agreement with the experimental results.



Chapter 8

EFFECTS OF PRESSURE AND GRAVITY

IN METHANE DIFFUSION FLAMES

An analysis similar to the one described in Chapter 7 was also performed for the methane-air coflow diffusion

flames of Joo and Gülder [44] between 10–60 atm. The details of the calculations and the numerical results

are presented in the following sections.

8.1 Coflow Burner Configuration

Joo and Gülder [44] used the exact same experimental setup and burner as described in Chapter 7, although

the fuel and flow rates were different. For all the flames, the mass flow rates of fuel and air were maintained

at constant values of 0.55 mg/s and 0.4 g/s, respectively, which corresponds to an equivalent carbon flow

rate of 0.412 mg/s. Note that both sets of flames, the ethylene-air ones studied in the previous chapter and

the methane-air ones studied here, have equal carbon mass flow rates. This allows direct comparisons to be

made between the sooting propensities of both fuels.

In the present study, calculations were performed at pressures between 1 to 60 atm both with and without

gravity. Note that experimental data for the normal-gravity flames is only available between 10 to 60 atm

because the SSE measurements were unreliable below 10 atm. The temperature of the fuel and air supplied

to the burner was assumed to be equal to 300 K for all cases.

8.2 Numerical Model

The calculations described in this chapter were performed using the same numerical model as described in

Chapter 7 with several modifications: finite-rate chemistry was modelled using the modified GRI-Mech 3.0

described in Section 6.1.1 and the three surfaces that lie along the tube wall were assumed adiabatic, not

fixed-temperature. The reason for this last deviation and the implications are discussed in the following

sections.

8.2.1 Boundary Conditions

All of the flames considered in this study are stabilized by the burner tube rim. As a result, significant heat

transfer occurs between the flame and tube that causes the temperature of the tube surface to increase. This

93
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heat transfer intensifies with increasing pressure as the flame base moves towards the burner rim and tem-

perature gradients near the burner steepen [40]. As mentioned in Section 7.5, Gülder et al. [400] measured

tube surface temperatures as much as 100 K higher than ambient conditions for similar laminar coflow dif-

fusion flames at atmospheric pressure. They concluded that, based on SSE measurements, the heat transfer

between the fuel tube and hot gases significantly affects local gas temperatures and soot volume fractions.

Most numerical studies involving burner-stabilized laminar coflow diffusion flames employ fixed-tem-

perature boundary conditions and assume that the tube temperature is equal to that of the cold reactants [22,

52, 70]. These studies also neglect any increase in fuel or oxidizer temperature upstream of the burner exit

plane. Specifying cold walls represents the limit in which absolutely no heating of the tube occurs whereas

the adiabatic conditions used here represent the opposite limit for the effect of gas-tube heat transfer —

that is, the tube is allowed to heat up to the maximum possible temperature. Based on prior experimen-

tal [400, 401] and numerical [64] findings, it is clear that accurate representation of laminar diffusion flames

requires incorporating conjugate heat transfer between the gas and tube wall. However, such an analysis can

be computationally demanding and is beyond the scope of this study.

Several investigators artificially increased the prescribed temperatures at the inlet (fuel, air, and tube

surface) to improve the agreement between predictions and experimental measurements [50, 166]. However,

this type of trial-and-error analysis is not ideal for large systematic studies with varying operating conditions.

Guo et al. [64] found that predictions for temperature and soot volume fraction improved when the upstream

portion of the tube was modelled with an experimentally-measured temperature distribution prescribed along

the tube walls. However, experimental data for the tube temperature is not available for the flames studied

here and the measurements obtained by Gülder et al. [400] are not applicable. Temperature increases in the

tube wall are expected to be much larger in the present study, especially at higher pressures where the flame

almost touches the burner rim [40, 44].

Preliminary calculations for the normal-gravity flames were first attempted using prescribed cold-wall

boundary conditions. However, the predictions did not accurately represent the experimental results above

20 atm. For these cases at pressures above 20 atm, converged steady-state solutions could not be obtained

and, in some cases, the flames descended into the fuel tube. Nor could a suitable temperature distribution

along the tube wall be prescribed that mimicked the experimental results. As such, adiabatic wall conditions

were chosen for the entire study as they provided the best agreement between numerical predictions and

experimental measurements. The same adiabatic boundary conditions were prescribed for the zero-gravity

flames.

8.3 Verification with Measurements

8.3.1 Numerical Convergence for High-Pressure Flames

In general, the proposed Newton-Krylov algorithm converged well and relatively quickly for all cases at

low pressures, but unfortunately stalled at pressures of 30 atm and above when gravity was present. This

convergence stall was attributed to the decreasing flow speeds and increasing ODE stiffness which occurred

as pressure increased. The stiffness of the governing ODEs increased significantly with pressure as gas-
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Figure 8.1: Effect of number density on predicted contours for soot volume fraction in the normal-gravity flames.
Units in ppm.

phase and soot-related reaction rates intensified. Several solutions were employed to avoid convergence

stall. First, a relaxation factor of 0.1 was applied to the non-linear Newton update computed at each outer

iteration. Second, the soot number density was taken to be constant and the corresponding transport equation

(Eq. (3.2f)) was not solved, which further alleviated numerical stiffness. A similar approach was applied

by Kennedy et al. [167] for the numerical prediction of soot in ethylene laminar diffusion flames. They

found that the predicted soot volume fractions were relatively insensitive to the assumed number density

provided that the production of soot mass was dominated by surface growth mechanisms. Based on their

work, a constant number density of 1018 kg−1 was assumed for the 30, 40, 50, and 60 atm flames at normal-

gravity. The maximum predicted values for the soot number density in the 1, 10, and 20 atm normal-gravity

flames are 0.46 × 1018, 1.33 × 1018, and 1.47 × 1018 kg−1, respectively. With these modifications, converged

steady-state solutions were obtained in all cases. These modifications were not required for the zero-gravity

flame calculations as no numerical difficulties were encountered. They were only employed for calculations

of the normal-gravity flames between 30–60 atm.

8.3.2 The Implications of Assuming a Constant Number Density

Two separate tests were conducted to assess the implications of assuming a constant number density as

described previously on soot volume fraction predictions. First, calculations for the normal-gravity flames

were performed at 1, 10, and 20 atm assuming a constant number density of 1018 kg−1 and the results were

compared to those obtained by solving Eq. (3.2f). Comparing the two sets of predictions, Fig. 8.1(a), the

constant number density assumption has negligible effect on the predicted soot volume fraction. The largest

differences between solutions occur at 1 atm where soot volume fractions are low. Based on these results,

assuming a constant Ns is not expected to significantly affect the predictive accuracy of the soot model above

1 atm.

The second test consisted of comparing the results obtained for the 20 atm normal-gravity flame assum-

ing different values for Ns. As illustrated in Fig. 8.1(b), which compares the predicted contours for soot

volume fraction obtained using three different values of Ns, the solution is only sensitive to the assumed

value of Ns when Ns is small. For example, increasing Ns by a factor of 100 from 1018 to 1020 kg−1 pro-
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Figure 8.2: Measured (symbols) and predicted (lines) radial profiles for soot volume fraction and temperature.
Measurements taken from Joo and Gülder [44].

duced a 5% increase in the peak soot volume fraction. However, a 33% decrease results from a 100-fold

decrease in Ns from 1018 to 1016 kg−1. These results indicate the soot model is fairly insensitive to Ns as

long as a reasonable estimate for Ns is provided.

For the remainder of this study, calculations for all flames except the normal-gravity flames between

30–60 atm included the solution of Eq. (3.2f). The modifications discussed in Section 8.3.1, which include

the assumption of a constant number density for soot, were only applied to the 30–60 atm normal-gravity

flames.

8.3.3 Radial Profiles

The predicted radial profiles of soot volume fraction at various heights above the burner are compared

with the measurements of Joo and Gülder [44] in Fig. 8.2. Only the numerical results obtained for the

normal-gravity flames are presented in the figure. The model predicts many of the experimentally observed

trends but tends to over-predict the soot volume fraction throughout the flames. In both the experiments and

calculations, soot is formed in an annulus downstream of the fuel tube rim and the soot volume fractions

initially increase with height. The locations of the peaks within this annulus converge towards the centerline

as the inner accelerating core flow entrains the soot particles inwards. Oxidative processes begin to convert
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soot to gaseous species such as CO higher up in the flame, causing soot levels to drop. As pressure is

increased, the peaks in the radial profiles for soot volume fraction become more pronounced and their

locations contract radially-inwards. Soot production also increases with pressure since the higher pressures

and contracting flame result in higher gaseous species concentrations, larger mixture densities and faster

reaction rates. While these features are observed in the numerical results, the magnitudes of the predicted

soot volume fraction is greatly over-predicted in most cases, especially in the annular region with high soot

levels. For example, the peak soot concentrations for the 10 atm flame are over-predicted by factors of 2.2,

1.7 and 2.5 at axial heights of 3, 5 and 7 mm, respectively. This agreement does not improve much as

pressure is increased to 60 atm where the peaks are over-predicted by factors of 1.6, 1.4 and 2.8 at the 2, 5

and 8 mm heights, respectively. Along the centerline, the concentration of soot is under-predicted for the

10 and 20 atm flames and is consistently over-predicted for the other flames.

The predicted annular regions of high soot concentration in Fig. 8.2 are much thicker than the measured

values and the locations of the predicted peaks are shifted radially-inward. One possible cause of the thicker

predicted annular soot-containing region is errors introduced by the simplified representation of the PSD,

but these discrepancies could also be caused by errors in the soot chemistry sub-model. The shifted locations

of the predicted peaks are attributed to the simplified geometrical representation of the burner rim.

While many of the trends with pressure and flame height can be observed in both the numerical and

experimental results depicted in Fig. 8.2, some trends are incorrectly predicted. Temperature has an annular

structure similar to the radial profiles for soot volume fraction except that the radial location where temper-

ature peaks occurs at a slightly larger radius. With increasing height in the flames, the experimental results

show an increase in the peak temperature which gradually shifts in position towards the centerline. This

radially-inward shift of the peaks is correctly predicted, although the calculated peak temperatures decrease

with downstream distance. This indicates that the predicted peak temperature occurs much lower in the

flames than in the experiments. Higher temperatures low in flame where there is an abundance of fresh fuel

would result in larger soot formation rates and cause the over-predicted soot volume fractions previously

discussed.

As pressure is increased, the measured temperature profiles contract inwards and the peaks become more

pronounced. Increasing pressure is also observed to result in a slight decrease in the peak temperatures at

each height as more soot is produced and radiative heat losses to the surroundings intensify. While the

predictions show these same trends with pressure, the decrease in peak temperature with increasing pressure

is not as severe. This suggests that the relationship between soot yield and pressure is incorrect because

soot volume fraction and temperature are tightly coupled through radiation. Since radiation from soot was

observed to have a strong effect on flame temperature, Section 7.4.4, the disagreement in the relationship

between the peak flame temperatures and pressure may be caused by errors introduced by the soot model.

Temperature predictions in the lower portion of the flame at 2 and 5 mm agree reasonably well with

the measurements, except that the peaks are over-predicted. Higher in the flame at 8 mm, the peak values

are in better agreement with the experimental data except shifted radially-outward, especially for pressures

between 10 and 40 atm. Peak temperatures at the lowest axial height, where their agreement is poorest, are
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greatly over-estimated by 210 K at 10 atm, 310 K at 20 atm, 325 K at 30 atm, 340 K at 40 atm, 387 K at

50 atm, and 370 K at 60 atm. The high temperatures near the burner are a result of the adiabatic boundary

condition over-predicting wall temperatures. The shifted temperature profiles are most likely caused by the

simplified geometry.

8.3.4 Soot Volume Fraction Contours

Predicted contours of soot volume fraction are presented alongside those constructed from the measurements

of Joo and Gülder [44] in Fig. 8.3. Qualitatively, the predicted and measured flame geometries are similar

and the narrowing of the flame with increasing pressure is clearly observed in both sets of results. The

flame height based on soot volume fraction is over-predicted for each pressure, but remains constant at

approximately 11 mm between 20 to 60 atm. Decreasing pressure below 20 atm caused the predicted flame

height to decrease to 10 mm at 10 atm and 7.5 mm at 1 atm. These numerical predictions for flame height

are based on the location where the soot volume fraction is equal to 0.01 ppm. In contrast, a constant visible

flame height of 9 mm was observed in the experimental results. Similar numerical results for flame height

were obtained by Liu et al. [22] for the same flames, although they predicted a more agreeable constant

flame height of 9.5 mm.

The model correctly predicts the general vicinity of the peak soot volume fraction, however, some sig-

nificant differences between predicted and measured soot concentrations are observed in Fig. 8.3 at lower

flame heights. For instance, the model always predicts that soot production begins further upstream than in

the experiments. With increasing pressure, both experiments and predictions show that the initial onset of

soot formation begins earlier and that the annular structure becomes thinner and more pronounced. Begin-

ning at 10 atm, the model predicts a small amount of soot inside the fuel tube near the wall that intensifies as

pressure is increased further to 60 atm. Soot concentrations inside the tube begin to approach the maximum

levels for the whole flame around 30 atm and exceed the values which occur higher up in the 50 and 60 atm

flames. These results for the predicted soot volume fraction are different from those presented by Liu et al.

[22], who predicted much lower soot concentrations in better agreement with the experimental results for

the same flames between 10–40 atm. They did not predict such high soot concentrations near the burner

rim.

The differences between the numerical results obtained in this study and those presented by Liu et al.

[22] are mainly attributed to the different wall boundary conditions employed — fixed-temperature versus

adiabatic. Both studies used a similar numerical model with only a few differences: (1) Liu et al. did not

model upstream of the burner exit; and (2) in this study, the unmodified equations governing compressible

gas mixtures were solved instead of the low-Mach-number equations. As a result, Liu et al. were able to ob-

tain realistic steady-state solutions for the normal-gravity flames between 5–40 atm with cold-wall boundary

conditions and without requiring the constant number density approximation. Based on the results discussed

in Section 8.3.2, the constant number density approximation is not expected to significantly affect the pre-

dictions. Rather, the adiabatic boundary conditions are assumed responsible for high predicted temperatures

near the burner which causes soot formation to occur lower in the flame. Higher overall soot concentrations
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Figure 8.4: Maximum fuel carbon converted to soot as a function of pressure.

and longer flame heights occur as a result. While the adiabatic wall boundary condition may be somewhat

inaccurate, it is felt that the resulting solutions better represent the physical behaviour of the flames when

compared to solutions obtained assuming a fixed, low-temperature wall. There is some experimental sup-

port for high soot concentrations predicted within the fuel tube near the exit [402]. Using the same set-up,

Mandatori and Gülder [402] observed the complete blockage of the fuel tube by soot at about 35 atm with

an ethane diffusion flame.

8.3.5 Soot Yield

The results for the maximum carbon conversion factor based on the experimental measurements are com-

pared with the numerical predictions in Fig. 8.4. The numerical results obtained for the zero-gravity flames

are discussed in detail in the following section. Experimental results based on measurements obtained by

Thomson et al. [40] using both line-of-sight attenuation (LOSA) and SSE are also displayed in the figure.

Note that the results reported by Thomson et al. were derived using the v =
√

2az approximation. Differences

between the measurements reported by Thomson et al. and Joo and Gülder above 20 atm were attributed to

systematic calibration errors in fuel flow rate introduced by Thomson et al. at high pressures [44].

As observed in Fig. 8.4, there is a significant difference between the two lines corresponding to the

experimental results of Joo and Gülder based on the different velocity approximations (see Section 7.3.3).

The values computed using the predicted velocity field are assumed to be more accurate.

The predictions for the normal-gravity flames mimic the experimentally observed trends reasonably

well, although the model consistently over-predicts the maximum ηs in each flame. The degree of this

over-prediction diminishes as pressure is increased to 60 atm. For example, the peak carbon conversion is

over-predicted by a factor of 1.7 at 10 atm, a factor of 1.1 at 40 atm, and correctly predicted at 50 and 60 atm.

Both the experimentally-based and predicted maximum values for ηs display a dependence on pressure that

weakens as pressure is increased from 10 to 60 atm. However, the numerical predictions over-predict the

slope at pressures below 10 atm and under-predict the slope above 10 atm. A slight discontinuity occurs
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Figure 8.5: Soot mass fraction along a particle streamline originating from the reaction zone and passing through the
maximum soot volume fraction.

in the predicted relationship between ηs and pressure at 30 atm where the soot model modifications for

improved convergence were applied. Despite the modelling changes, the numerical results still predict the

correct trends which would suggest that the majority of the total soot mass is produced through surface

reactions.

8.4 Effects of Gravity and Pressure

8.4.1 Soot Yield

Eliminating gravity has a large effect on the predicted maximum ηs, Fig. 8.4. In the low-pressure flames

at 1 and 10 atm, removing gravity enhances the maximum ηs by about a factor of 1.2 but does not alter the

relationship between ηs and pressure within this range. However, the predictions for the two gravity levels

begin to deviate significantly above 10 atm since increasing pressure further causes ηs to decrease for zero

gravity and increase for normal gravity. As a result, ηs is lower in the zero-gravity flames for high pressures.

A similar analysis to the one described in Section 7.3.3 was performed to determine the cause of the

differences observed in Fig. 8.4 at the two levels of gravity. The normal-gravity flames at 50 and 60 atm

could not be analyzed in this manner due to difficulties defining a particle trajectory. Difficulties arose

because the maximum soot volume fractions for these two flames occurred inside the tube instead of further

downstream above the burner rim. The local variation of Ys along a soot particle’s path for each flame is

shown in Fig. 8.5. The most noticeable difference between the results for the two gravity levels is that particle

residence time in the normal-gravity methane flames initially increases with pressure from 1 to 10 atm, but

then remains approximately fixed for further increases in pressure beyond 10 atm. This means that the

flames above 10 atm are fully developed and that the residence times for these flames are independent of

pressure, which corresponds with the theory described in Section 1.4. The pressure beyond which residence

times stop increasing, 10 atm, corresponds with the drastic change in the pressure-ηs relationship observed in
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Fig. 8.4 for the normal-gravity flames. Similar behaviour to the ethylene flames is observed at zero gravity,

except that the peak soot mass fractions begin to decrease above 20 atm even though particle residence times

continue to increase.

As can be seen in Fig. 8.6, pressure has differing effects on the predicted contours of soot mass fraction

at the two levels of gravity. At 1 atm, the structure of the predicted contours are similar because the effects

of buoyancy in the normal-gravity flame are relatively small. Soot concentrations are higher and the onset

of soot occurs lower in the zero-gravity flame since residence times are longer. As pressure is increased,

buoyant forces distort the flow, pulling streamlines towards the centerline and causing the normal-gravity

flames to narrow. This narrowing increases temperatures along the centerline and enhances the production

of soot. Since both radial velocities and reaction rates increase as pressure is increased in the presence of

gravity, the reaction zone narrows and the annular soot zone becomes thinner in the normal-gravity flames.

When gravity is neglected, velocities decrease linearly with pressure while the streamlines remain un-

affected. Therefore, soot production increases with pressure in the zero-gravity cases primarily because the

residence times are longer and the entrainment of fresh oxidizer into the flame is slower. However, longer

residence times and higher soot concentrations promote radiation losses and, as a result, temperatures in

the zero-gravity flames decrease with pressure, Fig. 8.8(a). In addition to this, the amount of available

acetylene for further soot production declines as pressure is increased and more soot is produced. At some

critical pressure, around 30 atm in this study, the combined effects of low temperatures and reduced acety-

lene concentrations in the zero-gravity flames begin to negatively affect soot formation rates. This results

in the declining soot mass fractions observed in Figs. 8.5 and 8.6 for the zero-gravity flames as pressure is

increased above 30 atm.

Once pressure is increased to 20 atm, the zero-gravity flames begin smoking. Soot concentrations in-

crease significantly with pressure between 1 and 20 atm regardless of gravity level, but the convective trans-

port of oxygen to the flame is much lower in zero gravity. In addition, temperatures in the zero-gravity

flames are drastically lowered by radiation at high pressures. Both contribute to slow oxidation rates in zero

gravity.

There is a noticeable difference in the effect of pressure on flame structure at the two gravity levels.

Under normal gravity, the annular soot-containing region becomes thinner and more pronounced as pressure

is increased to 60 atm. However, thermophoretic forces become important in zero-gravity, especially at high

pressures where flow velocities are low, driving particles off flow streamlines and thickening the annular

soot-containing region. The increased effects of molecular diffusion, which also become more important as

pressures are increased in the absence of gravity, contribute to the thickening of the soot-containing region

by widening the reaction zone.

8.4.2 Residence Time and Velocity

The axial velocity profiles along the centerline for all methane-air flames are shown in Fig. 8.7(a). Con-

sistent with the results in Fig. 7.12(a) for the ethylene-air flames, the axial velocity steadily decreases with

increasing pressure under zero-gravity conditions. While there is a small decrease in axial velocity between
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Figure 8.7: Distributions of the predicted axial velocity along the flame centerline and the mass flow rate through
the stoichiometric flame envelope.

the 1 and 10 atm normal-gravity flames, there is almost no change above 10 atm. This pressure corresponds

to the pressure above which the particle residence time stops increasing.

The mass flow rate through the stoichiometric flame envelope is shown in Fig. 8.7(b) for all flames. The

mass flow rate through the normal-gravity flames first increases from 1 to 10 atm, but then remains roughly

constant for all pressures above this. This means that the amount of air entrained into the flame does not

increase above 10 atm. However, the rate of entrainment does appear to increase with pressure at normal

gravity since the initial slopes of the lines in Fig. 8.7(b) become steeper. The mass flow through the zero-

gravity flames is much lower, except at 1 atm, and doesn’t change much as pressure is increased. This is one

of the causes for the higher smoking propensity observed in zero gravity as there is less oxygen entrained

into the flame even though soot production is enhanced.

8.4.3 Temperature and Radiation Heat Transfer

While there is almost no difference between the predicted temperature contours of the zero- and normal-

gravity flames at 1 atm, Fig. 8.8(a), the significant changes that occur as pressure is increased cause large

deviations at high pressure. In zero gravity, enhanced radiation losses resulting from the long residence times

and high soot volume fractions reduce local gas temperatures steadily as pressure is increased. This observed

decrease in temperature is especially pronounced along the centerline, causing a shift in the location of the

peak temperature from the tip of the flame to the base. This shift does not occur in the normal-gravity flames

and, in general, different behavior is observed when gravity is turned on. Instead, buoyant forces contract the

flame while enhanced convective transport and high pressures promote fast reaction rates and thin reaction

zones.

A considerable degree of preheating is observed along the centerline at high pressures and normal gravity

levels while fuel preheating is negligible in zero gravity. Instead, the air stream is preheated near the tube

wall in the zero-gravity flames. Both of these observed preheating effects are assumed to be somewhat
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Figure 8.8: Predicted temperature contours for the normal-gravity (left) and zero-gravity (right) flames. Units in K.
The dashed black lines correspond to the location where the mixture fraction is equal to the stoichiometric value.
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artificially enhanced by the adiabatic wall conditions.

The impact of radiation on temperature is confirmed by comparing predictions obtained without soot

and radiation, Fig. 8.8(b), to predictions obtained when they are both included, Fig. 8.8(a). Considering

the temperature predictions obtained without soot and radiation, peak temperatures steadily increase with

pressure, regardless of gravity level. Temperatures are marginally higher in zero gravity, possibly because

preheating the air stream has a larger impact than preheating the fuel stream. They may also be higher in

zero gravity because the slower velocities provides reactions more time to complete and progress towards

equilibrium. When soot and radiation are included, Fig. 8.8(a), peak temperatures of the normal-gravity

flames increase with pressure at a slower rate than when they were neglected since any increase in heat-

release is counter-acted by radiative heat losses. Radiation effects are much stronger at zero gravity and, as

a result, peak temperatures decrease with increasing pressure when soot and radiation are included. Above

1 atm, the peak temperatures in the zero-gravity flames are significantly lower than those in the normal-

gravity flames. These low temperatures in the zero-gravity flames are one of the primary reasons for the

decreased sensitivity of ηs to pressure observed above 20 atm.

The divergence of the radiative heat flux, ∇·~qrad, is plotted in Fig. 8.9 for each flame. Since this quantity

varies exponentially over the range of pressures studied, the logarithm of the negative component of ∇ · ~qrad

is plotted in Fig. 8.9. At 1 atm, the predicted contours of ∇ · ~qrad at normal and zero gravity are similar.

However, the drastic increase in radiation transport with pressure produces significant differences between

the predictions for ∇ ·~qrad in the two 60 atm flames. The magnitude of ∇ ·~qrad is always slightly larger in the

normal-gravity flames, which is a direct result of the steeper temperature and soot concentration gradients in

the normal-gravity flames at high pressures. However, radiation has a stronger impact in zero gravity since

velocities are lower. There is also a significant amount of energy transported upstream into the coflow air
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Figure 8.10: Predicted contours for methane mass fraction in the normal-gravity (left) and zero-gravity (right) flames.

supply tube. While this upstream energy transport vanishes under normal-gravity conditions when pressure

is increased to 60 atm, it intensifies with pressure in the absence of gravity.

8.4.4 Species Mass Fractions

In the presence of gravity, buoyant forces rapidly accelerate the flow upward. The accelerating flow entrains

the surrounding co-flowing oxidizer stream and mixes the oxidizer with fresh fuel. Since buoyancy-induced

acceleration scales with p2g, increasing pressure intensifies entrainment and speeds up oxidative pyrolysis.

This phenomenon is observed in Fig. 8.10(a), which shows the predicted contours of methane mass fraction

in the normal- and zero-gravity flames. At normal gravity, methane is consumed at a faster rate as pressure

is increased from 1 to 60 atm. Early fuel pyrolysis is also observed inside the fuel tube at high pressures.

This is possibly a result of high temperatures near the tube wall which result from the adiabatic boundary

conditions. When gravity is eliminated, increasing pressure while maintaining fixed mass flow rates has the

opposite effect since flow velocities are reduced. As such, convective transport slows and fuel consump-

tion rates decrease. The lower temperatures at high pressure also contribute to the observed delay in fuel

consumption. Additionally, longer residence times as pressure is increased in zero-gravity may allow axial

diffusion to drive fuel downstream. Some early fuel pyrolysis is observed at zero-gravity due to the high

temperatures near the wall, which is depicted in Fig. 8.8(a).

When soot and radiation are neglected, there is not much change in the normal-gravity results for
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Figure 8.11: Predicted contours for acetylene mass fraction in the normal-gravity (left) and zero-gravity (right)
flames.

methane mass fraction, Fig. 8.10(b). However, the delayed fuel consumption with increasing pressure in

zero gravity, observed in Fig. 8.10(a), does not occur. This is because temperatures are much higher when

soot and radiation are neglected.

Regardless of gravity level, acetylene mass fractions decrease with increasing pressure, Fig. 8.11(a).

This decrease is partially attributed to the consumption of acetylene through Reactions (2.2.2) and (2.2.2)

to produce soot. In both cases, normal- and zero-gravity, acetylene is formed downstream of the fuel tube

and peaks along the centerline at 1 atm. However, the peak in all flames above 1 atm occurs further up-

stream in an annular region near the fuel tube wall where temperatures are high (see Fig. 8.8(a)). It is at

these higher pressures where the main differences occur between flames at the two gravity levels. For in-

stance, acetylene completely disappears along the centerline of the zero-gravity flames above 10 atm. This

is attributed to the decrease in temperature along the centerline which results as pressure is increased in the

absence of gravity. In the normal-gravity flames, a considerable amount of acetylene is observed inside the

fuel tube. Acetylene first appears inside the tube at 10 atm and concentrations increase when pressure is

raised to 20 atm. However, acetylene concentrations begin to decrease with further increases in pressure.

This behavior results from the competition between several processes which intensify at higher pressures:
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(1) acetylene production inside the tube due to fuel preheating, and (2) consumption of acetylene to produce

soot. This competition is confirmed by comparing the predictions obtained with and without soot and radi-

ation, Figs. 8.11(a) and 8.11(b). When soot and radiation are neglected, acetylene concentrations inside the

fuel tube of the normal-gravity flames increase steadily with pressure. Here, the effects of fuel preheating

are still present but there is no gas-to-soot conversion to consume acetylene.

Several factors contribute to the higher acetylene concentrations observed under normal-gravity condi-

tions:

1. The longer residence times in the zero-gravity flames promote the conversion of acetylene to soot.

2. Temperatures inside the fuel tube and near the wall are higher at normal gravity because radiation has

less impact and buoyant forces contract the flame towards the centerline. These higher temperatures

promote the breakdown of fuel and the production of acetylene.

3. Entrainment of air into the flame base, which also promotes fuel pyrolysis, intensifies with pressure

at normal gravity while it does not change much with pressure at zero gravity.

These last two items are confirmed by comparing predictions obtained with and without soot and radiation,

Figs. 8.11(a) and 8.11(b). Neglecting soot and radiation, peak acetylene concentrations are almost constant

between 10 and 60 atm at normal gravity. However, they decrease significantly with pressure for zero grav-

ity. The large initial increase in acetylene production between 1–10 atm for both normal- and zero-gravity

flames occurs because of the ten-fold increase in pressure.

8.4.5 Flame Geometry

Since the zero-gravity flames begin smoking at relatively low pressures, 20 atm, it is difficult to compare

the visible flame geometry. Typically, the predicted visible flame shape would be defined as the location

where the soot volume fraction is equal to a certain value. Instead, we focus on the flame shape defined by

the stoichiometric mixture fraction. A definition similar to Eq. (7.2) was used, but modified for methane-air

flames [398] as follows:

Z =
2YC/MC + 1

2 YH/MH + (YO,2 − YO)/MO

2YC,1/MC + 1
2 YH,1/MH + YO,2/MO

(8.1)

From Eq. (8.1), the stoichiometric value of Z is equal to

Zst =
YO,2/MO

2YC,1/MC + 1
2 YH,1/MH + YO,2/MO

(8.2)

where Y j and M j are the mass fractions and atomic masses for the elements carbon, hydrogen, and oxygen.

Subscripts 1 and 2 refer to values in the fuel and air streams, respectively.

The shapes of the normal- and zero-gravity flames are similar at 1 atm where the effects of buoyancy are

small, Fig. 8.12(a). However, above this pressure, the zero-gravity flames become significantly longer and

wider than the normal-gravity flames. Flame width decreases with increasing pressure at normal-gravity, in

accordance with previous findings [22, 40, 42–44], but remains roughly unchanged with pressure at zero-

gravity. This narrowing of the normal-gravity flames occurs because, as pressure is increased, buoyant forces
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Figure 8.12: The effect of pressure and gravity on the stoichiometric mixture fraction surface.

contract streamlines inwards. Pressure has virtually no effect on the path of the streamlines in zero-gravity;

it only effects the magnitudes of velocities throughout the flame.

The height of the normal-gravity flames increases significantly from 1 to 20 atm, but remains roughly

constant with any further increases in pressure. It is not clear what causes this increase in height since

the flames are all buoyancy-controlled (Froude number � 1) within the range of pressures studied. A

much larger increase in height is observed as pressure is increased in zero-gravity due to the higher soot

concentrations and large decrease in temperature. This is confirmed by comparing the results obtained with

and without the inclusion of soot and radiation effects, Figs. 8.12(a) and 8.12(b). Without soot and radiation,

the zero-gravity flames are much shorter and their shape is completely independent of pressure. The length

of the non-sooting flames is also shorter when gravity is absent. This suggests that diffusion times are large

enough that combustion is not hindered by slowing velocities and reduced convective transport.



Chapter 9

CONCLUSIONS

There were three main goals for this research: (1) to develop an efficient, scalable solver capable of mod-

elling reacting gas flows with detailed chemical kinetics, radiation transport, and soot formation/oxidation;

(2) to asses the predictive capability of current soot models applied to high pressure flames; and (3) to study

the effects of gravity and pressure on the sooting behavior and flame structure of laminar diffusion flames.

The steps taken to achieve these objectives have been described in detail in the preceding chapters and all of

the goals have been accomplished. A summary and conclusions now follow, along with recommendations

for future research.

9.1 Summary and Conclusions

A new framework for the study of soot formation in complex reacting laminar flows was presented in Chap-

ter 5 which solves the unmodified compressible-gas equations to maintain applicability at all speeds. The

framework uses a parallel implicit solver for fast, efficient solution and a block-based AMR scheme to cap-

ture small-scale processes on computationally tractable grids. Validation was performed by applying the

framework to two different laminar coflow diffusion flames at atmospheric pressure and evaluating the algo-

rithm’s predictive accuracy. The effectiveness of the AMR procedure at providing grid-independent results

in an efficient manner was shown. Although some small changes in the radial soot volume fraction profiles

were still observed after the final level of refinement, grid-converged results were obtained for the most part

for both the atmospheric-pressure flames investigated. This was achieved with a substantial reduction in

mesh size compared to meshes with uniform spacing. Good agreement with published experimental data

for temperature and soot volume fraction was achieved in both cases. The algorithm demonstrated excel-

lent strong scaling performance by achieving a parallel efficiency greater than 70% up to 384 processors.

Outstanding weak scaling performance (92% parallel efficiency on 1167 processors) was observed when the

OTA was used to model radiation. However, the weak scaling performance degraded somewhat when the

DOM was employed. The algorithm proved to be a robust, accurate, and highly-scalable solution method for

sooting laminar flames. It successfully tackled large problems using domain decomposition and effectively

minimized the sizes of computational meshes using AMR.

To examine the ability of the combustion framework and current two-equation soot model to capture

the effects of pressure, the framework was applied to two sets of laminar coflow diffusion flames — the

111
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ethylene-air flames of Panek and Gülder [93] between 0.5–5 atm and the methane-air flames of Joo and

Gülder [44] between 10–60 atm. Overall, predictions for soot volume fraction and temperature differed

significantly from the measurements, but the soot model was still able to capture the effects of pressure

and predict the correct trends with reasonably good accuracy. Discrepancies were mainly attributed to

errors introduced by the acetylene-based soot model and uncertainties in the boundary conditions. For the

ethylene-air flames, the soot model captured the increase in maximum ηs with pressure and the decreased

sensitivity of ηs to pressure above 1 atm, although this ηs-pressure dependence was under-estimated over

the entire range of pressures investigated. Predicted flame heights based on soot were shorter, especially at

higher pressures, mainly because the cold-wall boundary condition under-predicted temperatures near the

wall. In contrast, the flame heights of the methane-air flames were over-predicted at all pressures because

of the high temperatures near the wall predicted by the adiabatic boundary conditions. This also caused

the predicted onset of soot formation to occur much lower in the flame. At high-pressures, fuel pyrolysis

actually began inside the tube and caused high soot concentrations inside the tube and near wall. However, it

is unclear whether the formation of soot inside the tube is an artifact of the over-predicted wall temperatures

and uncertainties in the prescribed wall boundary condition at the burner rim. There is some experimental

evidence to support these high soot concentrations predicted within the fuel tube near the exit [402].

Based on the numerical results, pressure and gravity were observed to significantly influence the sooting

behavior and flame structure of laminar diffusion flames. Zero-gravity flames produced more soot, had

lower temperatures, and thicker soot-containing regions than normal-gravity flames at the same pressure.

These differences were negligible at low pressures, below about 10 atm, but became larger as pressure was

increased. Flames at both levels of gravity displayed a similar power-law relationship between the ηs and

pressure that weakened as pressure was increased, although the sensitivity of ηs to pressure decayed at a

faster rate in zero gravity above 1 atm. For the methane-air flames, an inverse relationship between pressure

and ηs was predicted above 20 atm at zero gravity. An investigation of the numerical results has revealed

that these differences in the soot-pressure dependence is a result of several factors. At low pressures, the

predicted temperatures and acetylene mass fractions for flames at the two gravity levels are similar because

soot volume fractions are low and the effects of buoyancy are minimized. However, residence times become

long and soot volume fractions high as pressure is increased above 1–10 atm in zero gravity, promoting large

radiation losses and reducing temperatures. This decreases soot formation rates in the zero-gravity flames

and results in the decaying carbon conversion factor as pressure is increased. Low acetylene concentrations

at high pressures also contribute to this behavior. For the ethylene flames, the ηs-pressure dependence was

actually strengthened below 1 atm in zero gravity by the effect of pressure on residence time.

Flame shape was observed to change when gravity and pressure were varied. The zero-gravity flames

become longer while flames under normal-gravity conditions narrowed when pressure was increased. This

lengthening of the zero-gravity flames was attributed to the low temperatures and slow oxidation of soot

which results at high pressures. This suspicion was confirmed as it was also shown that all of the flames

became shorter when soot and radiation were neglected. In fact, the shape of zero-gravity flames is only

affected by soot and radiation.
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9.2 Summary of Contributions

The following contributions were made as a result of this research:

• A new highly-scalable finite-volume scheme for reacting flows with detailed radiation and soot was

proposed. The proposed algorithm represents the current state of the art in combustion modelling,

making use of a second-order accurate finite-volume scheme and a parallel AMR algorithm on body-

fitted, multi-block meshes. The framework is applicable to flows at all speeds via the application

of low-mach number preconditioning. AMR allows grid-independent results to be achieved using

substantially smaller meshes than equivalent uniform meshes with the same resolution.

• A highly scalable solution algorithm for the DOM/FVM was developed that made use of a similar

finite-volume time-marching algorithm as the flow solver (see Appendix C). The proposed scheme

is highly scalable, easily handles complex geometry, and captures large solution discontinuities with

smaller meshes using AMR and limited high-order reconstruction. The implicit solution algorithm

efficiently handles non-linearities introduced by scattering media and the employed high-order dis-

cretization.

• The first numerical solutions of laminar diffusion flames up to 60 atm were obtained. These results

were validated in detail with experimental data to assess modelling errors associated with existing

soot models.

• This is the first and only known detailed numerical study on the combined effects of gravity and

pressure on laminar diffusion flames. While others have studied zero-gravity flames with detailed

models that include soot and radiation [26, 27], none have specifically addressed the effects of pres-

sure in zero gravity. This helped confirm why flames lengthen in zero gravity even though Roper’s

correlations [46] predict that flame heights are independent of gravitational acceleration.

• A modification to the existing acetylene-based soot models of Leung et al. [96] and Fairweather et al.

[97] was made that improved their stability characteristics and aided convergence (Section 2.2.2.1). It

damped the on/off switching caused by small oscillations in the solution and eliminated singularities.

9.3 Recommendations for Future Research

In Section 7.5, the wall boundary conditions were observed to have a fairly significant effect on the predicted

temperatures and soot volume fractions for the 5 atm ethylene-air flame. In addition, it was concluded in

Chapter 8 that the applied adiabatic boundary conditions — which provided the best agreement with the

experimental measurements — over-predicted temperatures near the tube wall and resulted in high soot

concentrations low in the flame. Since wall heating is expected to increase with pressure, a conjugate heat

transfer analysis is required and recommended in future studies to accurately predict soot in high-pressure

laminar coflow diffusion flames. Note that some researchers have chosen to study lifted flames [52], but

lifted flames become increasingly unstable at high pressures.
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The current implementation should be improved to solve Eq. (2.5b) for the soot number density over

the entire range of pressures studied (i.e., for flames above 20 atm). This is expected to improve the pre-

dictions for soot in the high-pressure flames. Other means of improving quantitative predictions include

the use of more detailed physical models for soot, real-gas effects, and diffusion. Detailed gas-phase ki-

netic mechanisms that describe the formation of large molecular weight soot precursors coupled with ad-

vanced descriptions for soot kinetics and aerosol dynamics were found to offer excellent quantitative predic-

tions [17, 18, 71]. More physical models for soot particle nucleation, such as those based on PAH condensa-

tion reactions [31, 107], may improve the soot predictions low in the flame and near the centerline. However,

none of these models have been verified or validated for high-pressure flames. The enhanced computational

efficiency offered by the proposed numerical scheme should allow tractable and reliable computations using

these more advanced and complex models.

Future developments of the proposed finite-volume scheme and framework for combustion should focus

on improving the refinement efficiency and scalability of the algorithm. The currently employed gradient-

based AMR criteria incorrectly flagged blocks for refinement in some cases where the solution was already

adequately resolved. Refinement efficiency can be improved in these cases using more advanced a posteriori

error estimates which do not rely solely on gradients of solution quantities [390, 391]. Anisotropic refine-

ment would also improve the refinement efficiency [367, 403, 404]. Since the main parallel inefficiencies

were attributed to the space-marching DOM, advanced DOM solution techniques specifically designed for

use on large, parallel architectures would significantly improve the proposed algorithm’s scalability. A new

implicit solution algorithm for the DOM/FVM was developed to specifically address this issue, but the large

computational storage requirements associated with implicit methods and non-gray radiation has thus far

prohibited its use in multi-dimensional flame calculations. These storage requirements can be reduced by

using methods for solving linear systems that require less storage than GMRES, such as Bi-CGStab [405]

BiCGStab(l) [406]. The parallel performance of the proposed framework can also be improved through

the use of more effective global preconditioners. Multi-level preconditioning methods are attractive be-

cause they outperform standard one-level preconditioners (like the one used here) in terms of scalability and

convergence [407–409].
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Appendix A

GOVERNING EQUATIONS

For a two-dimensional axisymmetric coordinate system, Eqs. (3.2a)–(3.2f) can be reformulated as

∂

∂t
U +

∂

∂r
F +

∂

∂z
G =

∂

∂r
Fv +

∂

∂z
Gv +

Saxis

r
+ Sp (A.1)

where U is the vector of conserved variables,

U =

[
ρ, ρu, ρv, ρe, ρY1, . . . , ρYN , ρYs, ρNs

]T
,

Saxis and Sp are the axisymmetric and non-axisymmetric source terms,

Saxis =



−ρu

−ρu2 + τrr − τθθ
−ρuv + τrz

−ρu
(
e +

p
ρ

)
− qr + uτrr + vτrz

−ρY1u + ρD1
∂Y1
∂r

...

−ρYNu + ρDN
∂YN
∂r

−ρYsu + ρDs
∂Ys
∂r

−ρNsu + ρDs
∂Ns
∂r



and Sp =



0

0

ρgz

ρgzv

ρω̇1
...

ρω̇N

S Y

S N



,
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F and G are the inviscid solution flux vectors,

F =



ρu

ρu2 + p

ρvu

ρu
(
e +

p
ρ

)
ρY1u
...

ρYNu

ρYsu

ρNsu



and G =



ρv

ρuv

ρv2 + p

ρv
(
e +

p
ρ

)
ρY1v
...

ρYNv

ρYsv

ρNsv


and Fv and Gv are the viscous solution flux vectors,

Fv =



0

τrr

τzr

−qr + uτrr + vτrz
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∂r
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∂r
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ρDs
∂Ns
∂r



and Gv =



0

τrz

τzz

−qz + uτrz + vτzz

ρD1
∂Y1
∂z

...

ρDN
∂YN
∂z

ρDs
∂Ys
∂z

ρDs
∂Ns
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
Here, u and v are the radial and axial components of velocity, gz is the component of gravity in the axial

direction, qr and qz are the radial and axial components of the energy flux, and τrr, τrz, τzr, τzz and τθθ are

the elements of the fluid stress tensor.

The viscous stress tensor, ~τ, of a Newtonian fluid is expressed in terms of the viscosity and strain rates.

For an axisymmetric coordinate system, the individual components of ~τ are

τrr = 2µ
[
∂u
∂r
− 1

3

(
∂u
∂r

+
∂v
∂z

+
u
r

)]
(A.2a)

τrz = τzr = µ

(
∂u
∂r

+
∂v
∂z

)
(A.2b)

τzz = 2µ
[
∂v
∂z
− 1

3

(
∂u
∂r

+
∂v
∂z

+
u
r

)]
(A.2c)

τθθ = 2µ
[
u
r
− 1

3

(
∂u
∂r

+
∂v
∂z

+
u
r

)]
(A.2d)



Appendix B

THE OPTICALLY-THIN APPROXIMATION

FOR RADIATION HEAT TRANSFER

As the media becomes optically-thin, κν/L � 1 where L is some length scale, the intensity leaving the

surfaces travels through the domain without any attenuation. Every point within the medium has the same

incident radiation and attenuation rate, so the intensity field is known and ∇ · ~qrad can be directly evaluated

without solving the RTE. Integrating the spectral heat flux, Eq. (4.7), over the entire wavelength spectrum

gives

∇ · ~qrad = ∇ ·
∫ ∞

0
~qν dν =

∫ ∞

0
κν (4πIbν −Gν) dν (B.1)

The total incident intensity at a point inside the domain is equal to the unattenuated intensity emitted from

the surrounding domain boundaries. Thus, Eq. (B.1) can be written as

∇ · ~qrad = 4π
∫ ∞

0
κν

(
Ibν − Ibν,∞

)
dν (B.2)

where Ibν,∞ is the spectral blackbody intensity evaluated at the domain boundary. For a gray media with

κ = κν = constant, Eq. (B.2) becomes

∇ · ~qrad = 4σκ
(
T 4 − T 4

∞
)

(B.3)

where σ = 5.67 × 10−8 W m−2 K−4 is the Stefan-Boltzmann constant, T is the gas temperature, and T∞ is

the temperature of the ambient surroundings.

It is convenient for non-gray media to rearrange Eq. (B.2) in terms of the medium blackbody intensity

as follows:

∇ · ~qrad = 4π


∫ ∞

0 κνIbν dν∫ ∞
0 Ibν dν

Ib −
∫ ∞

0 κνIbν,∞ dν∫ ∞
0 Ibν,∞ dν

Ib,∞
 (B.4a)

= 4π (κPIb − κmIb,∞) (B.4b)
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144 Appendix B. Optically-Thin Approximation

where κP is the Planck-mean and κm the modified-Planck-mean absorption coefficient. Equation (B.4) can

be simplified since the surroundings of a laminar flame are cold in comparison to the hot combustion gases

(κPIb � κmIb,∞):

∇ · ~qrad ≈ 4πσκP
(
T 4 − T 4

∞
)

(B.5)

The Planck-mean absorption coefficient is defined as

κP ≡
∫ ∞

0 Ibνκν dν∫ ∞
0 Ibν dν

=
π

σT 4

∫ ∞

0
Ibνκν dν (B.6)

Making the narrow band approximation (see Section 4.2.1), Eq. (B.6) is restated as [293]

κP =

Nb∑
j=1

(
πIbν0

σT 4

)
j

∫
∆ν j

(S
d

)
ν

dν (B.7)

where Ibν0 is the Planck function evaluated at the center of each band, S is the line strength and d is the

average line spacing. The integral in Eq. (B.7) represents the intensity of the jth narrow band and can be

related to the band averaged absorption coefficient as follows:

∫
∆ν

( s
d

)
ν

dν = κ∆ν∆ν where κ∆ν =
1

∆ν

∫ ν+∆ν/2

ν−∆ν/2
κν′ dν′ (B.8)

Thus, Eq. (B.7) can be rewritten as

κP =

Nb∑
j=1

(
πIbν0

σT 4 κ∆ν j∆ν
)

j
(B.9)

For a gas described by the Malkmus model, κ∆ν j = S j, where S j is the effective line strength for band j.

Note that the S j is one of the band model parameters mentioned in Section 4.2.1.



Appendix C

SOLUTION OF THE RTE USING A

NEWTON-KRYLOV APPROACH

Detailed treatment of radiation heat transfer is essential to the development of mathematical models that

accurately describe combusting flows. Unfortunately, as discussed in Chapter 4, modelling radiative heat

transfer can be an arduous task requiring the solution of complex integro-differential equations with many

degrees of freedom and widely varying properties. Since detailed combustion models must also incorporate

complex chemistry, turbulence, and multi-species transport, the remaining computational resources available

for radiation transport can be limited. As such, there is a need for scalable, efficient radiation solvers that

can be easily integrated into today’s CFD solution methods and take advantage of growing trends towards

large-scale parallel computing. This appendix presents a new parallel-implicit framework for solving the

RTE on adaptively-refined multi-block body-fitted mesh for the treatment of both emitting-absorbing and

anisotropically scattering media on geometrically complex computational domains.

C.1 Introduction

Chapter 4 described the dependence of the spectral intensity on location in space, direction of photon and

wavenumber. This large number of degrees of freedom coupled with the dependence of radiative properties

on temperature, pressure and composition makes solving the RTE a formidable task. Additional difficulties

for numerical solution techniques are created by the tight coupling that arises between intensities in each

direction for scattering media.

Due to the linear upwind nature of the RTE, space-marching techniques are commonly applied to solve

both the DOM [297] and FVM [298, 299] equations. For non-scattering media and constant coefficient

spatial discretization schemes, a converged solution can be obtained in one full sweep of the domain as the

intensity at the downstream boundaries is related directly to upstream quantities. However, constant coef-

ficient schemes are either overly dissipative or unstable as only first-order upwind schemes guarantee posi-

tivity [410]. Liu et al. [410] and Jessee and Fiveland [411] have applied bounded high-resolution schemes

developed for CFD to the DOM. Applied schemes include the SMART [412], MUSCL [363], CLAM [413]

and minmod [359] which avoid spurious oscillations near discontinuities that would otherwise occur with
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high-order spatial discretizations by limiting. Both investigators were able to achieve bounded solutions

with a dramatic increase in accuracy at the expense of computational efficiency. Coelho [414] reformulated

the SMART, MUSCL and CLAM schemes such that interpolation was performed in the ordinate directions.

These skew high-order schemes yielded further improvements in accuracy yet required more iterations than

their non-skew counterparts. It is obvious that there exists a need for improved solution techniques that

readily handle the local non-linearities introduced by high-resolution schemes without significant increase

in solution time.

Space-marching algorithms perform poorly when applied to scattering media with high optical thickness

where strong coupling exists between the intensities in different directions. Such computations can require

a large number of iterations to converge, are prone to unphysical oscillations, and can fail to converge.

While standard techniques for solving linear equations may be used to cope with this coupling, large storage

requirements can be prohibitive even for coarse angular and spatial discretizations. Mathur and Murthy [415]

devised a point-implicit coupled solution procedure that accelerates convergence in optically-thick scattering

media by updating the intensities in all directions for a particular cell simultaneously. The procedure was

most effective for moderate to high optical thicknesses and relatively simple scattering phase functions. This

coupled procedure does not address issues related to complex geometry and non-orthogonal meshes, which

further complicate standard space-marching techniques.

Several researchers have applied time-evolution solution techniques to cope with arbitrary meshes and

scattering media. Fiterman et al. [416] developed a finite-volume pseudo-time stepping solution procedure

specifically for the DOM. They employed an explicit Euler temporal discretization with multigrid acceler-

ation and an artificial viscosity-based spatial discretization. Selçuk and co-workers [417–419] have applied

the method of lines (MOL) to solve the DOM equations in a variety of applications. A three-dimensional

DOM solver based on the MOL was presented by Selçuk and Kirbaş [417] and applied to a rectangular

enclosure with black walls, a gray absorbing-emitting medium, and steep temperature gradients. Spa-

tial gradients were evaluated using linear upwind and biased-upwind finite-differences and the equations

were relaxed to a steady-state using both the LSODE [420] and RKF45 [421] ODE solvers. Ayranci and

Selçuk [418] later compared these differencing procedures with more advanced second-order upwind total-

variation-diminishing (TVD) schemes using the Van Leer and Superbee limiter functions on uniform grids.

Third- and fifth-order biased WENO [422] and MPWENO [423] finite-difference schemes were also as-

sessed by the authors. They found that the Van Leer limiter provided the best results based on accuracy and

efficiency when coupled with the RKF45 solver. High-order schemes were found to have stability problems

and require extremely small time-step sizes for stable integration.

Others have looked at the use of implicit time-marching methods in conjunction with high-resolution

discretizations since these methods offer improved stability and convergence characteristics. Balsara [424]

solved the DOM for emitting-absorbing and scattering media using a multidimensional fluctuation-splitting

scheme [425, 426]. In Balsara’s work, the discretized equations were relaxed to a steady-state with full-

approximation storage (FAS) multigrid [427] and a restarted Newton-Krylov method [372] as a nonlinear

smoother. While good convergence properties were observed in both optically thick and thin media, the per-
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formance and memory requirements compared to standard space-marching techniques were not discussed.

The large amount of memory required for the implicit smoother on each multigrid level would probably

prohibit the application of this approach to large-scale CFD problems. Another implicit approach is that of

Chai [428] who solved the transient FVM equations for radiative transfer with scattering media in irregular

geometries. This approach made use of a tri-diagonal matrix solver and the CLAM scheme. Neither of the

two implicit approaches discussed here is directly compatible with standard parallel solution techniques.

Aside from the challenges associated with the treatment of complex geometries and scattering media,

parallel implementations of conventional space-marching techniques are also problematic due to their inher-

ently serial nature. This serial nature makes space-marching techniques unattractive for large-scale parallel

CFD solution algorithms. Gonçalves and Coelho [386, 429] have studied parallel space-marching imple-

mentations of the DOM and FVM using both angular and spatial decomposition strategies. The authors

found that while angular decomposition strategies yielded high efficiencies and speedups, their scalability

is limited by the size of the angular discretization which is typically much coarser than the spatial dis-

cretization. Additionally, these methods require excessive communication when evaluating integrals over

the solid angle and do not integrate with commonly used parallel CFD solution techniques based on domain

decomposition. Gonçalves and Coelho’s work also showed that domain decomposition strategies applied

to standard space-marching solvers yield only modest parallel efficiencies despite their attempt to devise

an optimized sweeping procedure. Liu et al. [430] developed a spatial-domain-based parallel algorithm for

the FVM, solving the equations semi-implicitly with a conjugate gradients method and Dupont-Kendall-

Rachford incomplete factorization. Modest performance was achieved on up to 18 processors. An AMR

algorithm with a similar parallel sweeping strategy as the one proposed by Gonçalves and Coelho [386, 429]

was developed by Howell [387]. Krishnamoorthy et al. [431] applied several iterative matrix solvers to a

spatially decomposed DOM but sequentially solved the intensity for each direction. Using both block and

point Jacobi preconditioners, the parallel performance deteriorated when more than 8 processors were em-

ployed. Yιldιz and Bedir [432] applied a pipeline parallelization strategy to improve processor utilization

over standard parallel sweeping algorithms. Parallel efficiencies of 70% were observed with 20 processors.

Of particular importance to this work is the parallel framework for solving transient reacting laminar

diffusion flames proposed by Bilge et al. [419]. Their framework uses domain decomposition combined with

the same MOL scheme for the DOM developed by Selçuk and co-workers that was previously mentioned.

The work clearly illustrates the applicability of spatial decomposition and time-marching methods to the

parallel solution of the RTE.

C.2 Numerical Method

Both of the DOM and FVM produce a set of PDEs with only spatial and temporal gradients. These PDEs are

linear hyperbolic and thus many of the techniques developed for solving the Euler equations of compressible

gas dynamics can be applied. Since the two techniques differ only slightly from each other, a general

formulation applicable for both is derived.
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Applying the DOM to the RTE yields

1
c
∂Im

∂t
+ ŝm · ∇Im = κIb − (κ + σs) Im +

σs

4π

M∑
n=1

wnInΦ(ŝn, ŝm) (C.1)

where the subscript m denotes the discrete ordinate direction, M is the total number of ordinate directions,

Im is the intensity in the mth direction, and ŝm and wm are the ordinate direction vector and associated

quadrature weight. The FVM equations are obtained by discretizing the solid angle into M control-angle

elements and integrating the RTE over each element to give

1
c
∂Im

∂t
+ ~sm · ∇Im = κIb − (κ + σs)Im +

σs

4π

M∑
n=1

InΦmn∆Ωn (C.2)

where the control-angle-averaged direction cosine vector, ~sm, and phase function, Φmn, are defined as

Φmn =
1

∆Ωm∆Ωn

∫
∆Ωm

∫
∆Ωn

Φ(ŝ′, ŝ) dΩ′ dΩ (C.3)

~sm =
1

∆Ωm

∫
∆Ωm

ŝ dΩ (C.4)

Equation (C.2) was derived assuming piecewise-constant intensity over each control angle and therefore

Im represents the average intensity in mth control angle. This first-order approximation limits the overall

order of the solution regardless of spatial (or temporal for transient analyses) discretization practices. This

accuracy limitation will be addressed further in the following sections.

Let us now consider a two-dimensional Cartesian coordinate system. The proposed algorithm extends

readily to three-dimensions but such extensions are not the focus here. Both Eqs. (C.1) and (C.2) can

be reformulated into a weak-conservation form since ŝm and ~sm are independent of spatial location. The

resulting equation is given by
∂Im

∂t
+
∂

∂x
(cµmIm) +

∂

∂y
(cηmIm) = S m (C.5)

where the source term S m is defined as the right-hand side (RHS) of either Eq. (C.1) or (C.2) for the DOM or

FVM, respectively, multiplied by the speed of light. The directional coefficients µm and ηm are either the di-

rection cosines defined by the numerical quadrature scheme or the x and y components of ~sm. Equation (C.5)

can be re-expressed in vector form as
∂U
∂t

+
∂F
∂x

+
∂G
∂y

= S (C.6)

where the solution vector, U, x-direction flux, F, y-direction flux, G, and source vector, S, are defined by

U = Im

F = cµmIm

G = cηmIm

S = S m


for m = 1, . . . ,M (C.7)
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C.2.1 Solution Procedure

The proposed scheme for the RTE uses the same upwind finite-volume spatial discretization procedure

described in Section 5.1 to solve Eq. (C.6). It is applied on a multi-bock mesh composed of arbitrary

quadrilateral cells, which is illustrated in Fig. 5.1. Integrating Eq. (C.6) over a control volume and applying

to cell (i, j) yields a system of coupled semi-discrete ODEs given by

dUi j

dt
= − 1

Ai j

∑
k

(
~Fk · n̂k∆lk

)
i j

+ S(Ui j) = Ri j(U) (C.8)

In two-dimensions, the numerical flux at the cell interface is

~F · n̂ = F (UL,UR, n̂) (C.9)

where F is the upwind solution flux in a direction aligned along the face normal n̂. The linear least-squares

reconstruction error minimization technique of Barth and Fredrickson [433] is used to evaluate the cell

solution gradients and interpolate the solution at the cell faces. Slope limiting is performed with a slope

limiter specifically designed for use in multiple dimensions [364].

For cases involving scattering, the equations for radiative transport in each direction become coupled

through the source terms and this coupling increases with optical thickness. This angular coupling combined

with the non-linearities introduced by the TVD spatial discretization scheme can be problematic for space-

marching techniques. In many cases, these solution techniques may require excessive iterations or even fail

to converge. The Newton algorithm developed by Groth and Northrup [369] (described in Section 5.1.6)

was applied in this work to overcome these difficulties and relax the semi-discrete form of the governing

equations to steady-state.

C.3 Numerical Results

A variety of test cases were examined as part of this study to analyze the performance of the algorithm

in terms of discontinuity-capturing ability, spatial and angular accuracy, adaptive mesh refinement, parallel

efficiency, and serial performance compared to other standard solution algorithms. All computations were

performed on a high performance parallel cluster consisting of 104 IBM P6-575 nodes with 128 GB RAM

per node and a high-speed interconnect. The nodes each have 32 IBM POWER6 cores (4.7GHz) and are

connected to a non-blocking switch with four 4x-DDR InfiniBand links.

C.3.1 Transparent Medium

The first test problem considered was a two-dimensional unit square enclosure defined on −0.5 ≤ x ≤ 0.5

and −0.5 ≤ y ≤ 0.5 with a transparent medium. For this case, all walls are black and cold (Ibw = 0) except

the bottom wall where Ibw = 1. This case is similar to the one previously studied by Coelho [414, 434] who

employed a variety of high-resolution schemes and compared the resulting solution errors. The problem

is re-considered here only to verify that the current implementation properly captures solution discontinu-

ities. In this test case, radiation propagating along a single direction with direction cosines corresponding
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Figure C.1: Radiation intensity profiles along the vertical symmetry plane of a two-dimensional square enclosure
with transparent medium.

to µ = η =
√

2/2 is computed. Numerical diffusion is expected to be large in this direction since the prop-

agating ray makes a 45 degree angle with both the vertical and horizontal cell boundaries. The domain is

discretized into 61 by 61 uniform cells and the solution computed using various schemes. The discretization

schemes tested include the first-order upwind and second-order unlimited approximations, and the TVD

schemes of Venkatakrishnan [435], Barth and Jespersen [365], Van Albada et al. [436], and Van Leer [413].

The computed intensity along the y-direction at x = 0 is compared with the exact solution in Fig. C.1.

As expected, the upwind scheme is overly dissipative while unphysical oscillations are obtained using the

second-order unlimited scheme. Limiting the second-order solution offers considerable improvement, with

the Venkatakrishnan and Barth-Jespersen limiters outperforming the Van Albada and Van Leer limiters. The

latter two limiters yield much smoother solutions which can be expected since they were primarily designed

for one-dimension. The limiter of Venkatakrishnan was selected for all remaining test cases for its superior

performance characteristics.

C.3.2 Discretization Accuracy

The proposed scheme was analyzed in terms of spatial and angular accuracy through comparison with exact

solutions for the RTE in rectangular enclosures. Similar to the previous test case, the enclosure for this

study was taken to consist of a unit square except with all walls cold and black and containing a hot,

absorbing-emitting medium with κ = 10 m−1. Exact solutions were previously derived by Cheng [437] for

this particular problem. The overall error between numerical and exact solutions was defined by the change

in the two-norm of the error in direction-integrated radiative intensity. It is defined as

‖Error‖2 =


∑Nc

i=1
[
Gexact(xi, yi) −Gi

]2 Ai∑Nc
i=1 Ai


1/2

(C.10)

where Nc is the total number of cells, Ai is the cell area, Gexact(xi, yi) and Gi are the exact and numerical

solution for the direction-integrated intensity evaluated at the center of the ith cell. The direction-integrated
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intensity is given by

G =

∫
4π

I(ŝ) dΩ ≈
M∑

m=1

δΩmIm (C.11)

where δΩm = wm for the DOM and δΩm = ∆Ωm for the FVM, respectively.

The change in error between numerical and exact solutions of the RTE with increasing number of di-

rections of propagation is illustrated in Fig. C.2(a). Here, solutions were obtained on a fixed spatial grid of

64 by 64 uniform cells with either the DOM or FVM and varying levels of angular resolution. Quadrature

rules used for the DOM include the S2, S4, S6, and S8 schemes of Lathrop and Carlson [331] as well as the

T1, T2, T3, and T4 schemes of Thurgood et al. [332]. For the FVM, uniform angular meshes were employed

over the hemisphere (0 ≤ θ ≤ π/2, 0 ≤ ψ ≤ 2π) with 1 × 2, 2 × 4, 4 × 8, and 8 × 16 control angles in the

polar and azimuthal directions, respectively. The figure confirms that reductions in error are achieved by

increasing the angular resolution and that both DOM quadrature rules provide larger rates of decrease with

number of directions than the FVM. The estimated slopes in regimes for asymptotic convergence are 1.39,

1.14, and 1.08 for the DOM with SN, DOM with TN, and FVM, respectively. It is interesting to note that the

SN scheme performs slightly better than the TN scheme with consistently lower errors for the same number

of propagation directions.

The accuracy of the spatial discretization was also assessed using a procedure similar to the one used for

the angular discretization analysis. However, numerical solutions were compared to exact solutions for the

DOM equations themselves instead of exact solutions of the RTE. These are spatially exact solutions to the

angular approximation introduced by the DOM and therefore errors in the numerical solution are attributed

to the spatial discretization only. Exact solutions for the DOM in rectangular enclosures were previously

presented by Jessee et al. [438]. A unit square enclosure with cold and black walls that contains a hot,

absorbing-emitting medium with κ = 0.01 m−1 was modelled. Results for the effect of grid resolution on the

error defined by Eq. (C.10) are presented in Fig. C.2(b) for both the upwind and TVD spatial discretizations

of the S6 DOM equations. The figure indicates that only first order-accuracy is achieved for both schemes as
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Table C.1: AMR statistics for square enclosure test case.

Uniform Refinement Refinement Based on ∇G Refinement Based on Max |∇Im|
Level Cells ‖Error‖2 Blocks Cells ‖Error‖2 Blocks Cells ‖Error‖2

0 16 2.4 × 10−4 16 256 6.8 × 10−5 16 256 6.8 × 10−5

1 64 1.4 × 10−4 52 832 4.4 × 10−5 52 832 4.4 × 10−5

2 256 6.8 × 10−5 136 2 176 4.0 × 10−5 64 1 024 3.0 × 10−5

3 1 024 3.0 × 10−5 268 4 288 2.1 × 10−5 148 2 368 2.5 × 10−5

4 4 096 1.4 × 10−5 556 8 896 1.9 × 10−5 256 4 096 1.4 × 10−5

5 1444 23 104 1.4 × 10−5 520 8 320 1.1 × 10−5

6 1024 16 384 6.5 × 10−6

the slopes in the asymptotic regime are 0.80 and 1.13 for the upwind and TVD schemes, respectively. This

first-order convergence observed by the TVD scheme is attributed to the large discontinuities that exist in

the intensity of rays originating from the corners in all directions. Despite this lack of improvement in the

order of accuracy over the upwind scheme as the mesh is refined, the TVD scheme still provides a far more

accurate solution with fewer grid points. The absolute error obtained using the TVD scheme is nearly one

order of magnitude lower than the first-order scheme.

C.3.3 Adaptive Mesh Refinement

C.3.3.1 Square Enclosure

The previous case for assessing the spatial discretization scheme was solved once again using the pro-

posed AMR algorithm. The initial mesh consisted of 16 by 16 cells uniformly-spaced and divided into

four equally-sized blocks. Using the DOM and the S6 quadrature scheme, solutions were obtained on sub-

sequently refined meshes using various refinement criteria. Both the gradient of the direction-integrated

intensity and the maximum gradient of the individual directional intensities were employed as a measure of

the local truncation error. The two refinement criteria are defined by

ε1 ∝ ∇G (C.12)

ε2 ∝ max (|∇I1|, |∇I2|, . . . , |∇IM |) (C.13)

where M is the total number of directions. Based on either of these criteria, the mesh is refined and blocks

are added wherever the measures ε1 or ε2 are large.

The mesh statistics and resulting errors obtained using uniform refinement and AMR are tabulated in

Table C.1 and the effect of mesh resolution on grid convergence is plotted in Fig. C.3(a). The convergence

characteristics obtained using the maximum ∇Im criterion (ε2) are almost identical to those obtained us-

ing uniform refinement. This is due to large discontinuities in the individual intensities that occur in all

directions. The maximum gradient criterion flags all blocks for refinement and the resulting mesh is al-

most uniform. A slight degradation in convergence performance is observed when using the gradient of
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Figure C.3: Numerical solution for the square enclosure with cold and black walls containing a hot, absorbing-
emitting medium with κ = 0.01 m−1. (a) Change in numerical error with mesh refinement; (b) computational mesh
block boundaries and contours of normalized direction-integrated radiative intensity, G/(4πIb), after 5 levels of refine-
ment using ∇G refinement criterion (1 444 blocks and 23 104 cells).

the direction-integrated intensity criterion (ε1). This is explained by examining the solution contours for

G/4πIb, which are illustrated in Fig. C.3(b) along with the block boundaries for the refined computational

grid. These contours were obtained using the ε1 criterion on the finest mesh. The direction-integrated in-

tensity appears smooth when in fact large discontinuities in Im are present. This results in only blocks near

the wall being refined which do not help reduce the error along rays originating from the corners. Since

the mesh is refined in incorrect locations when using the ε1 criterion, the two-norm of the solution error

decreases with decreasing average mesh spacing at a slower rate compared to using uniform refinement.

Due to the lack of disparate length scales in this particular test problem, AMR does not offer any signif-

icant improvements in terms of numerical efficiency over uniform refinement. Jessee et al. [438] obtained

similar results for this test case when using a different AMR algorithm with similar physics-based refine-

ment criterion. This emphasizes the need for refinement techniques that rely on improved estimates of the

local error instead of physics-based criteria. More favourable results are expected for realistic test cases that

do indeed contain a wider range of length scales.

C.3.3.2 Circular Enclosure

To demonstrate the advantages of mesh refinement and the ability of the proposed method to deal with more

complex geometry, the AMR scheme was applied to an additional, more realistic test case which possessed

both steep gradients and curved boundaries. The test case consisted of a discontinuous absorbing-emitting

medium confined between two concentric circular enclosures, shown schematically in Fig. C.4(a). Both

walls are black with an emissivity of εw1 = εw2 = 1, inner wall temperature of Tw1 = 100 K, and outer wall

temperature of Tw2 = 0 K. The walls are located at rw1 = 0.1 m and rw2 = 2.0 m while the medium inside

the enclosure is discontinuous at r3 = 0.59 m. The temperature and absorption coefficient for the inner gas

are Tg1 = 100 K and κg1 = 10 m−1 while they are Tg2 = 0 K and κg2 = 100 m−1 for the outer surrounding
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Figure C.4: Numerical solution for the circular enclosure with a discontinuous absorbing-emitting medium. (a)
Problem description, computational mesh block boundaries, and contours of normalized direction-integrated radiative
intensity after 8 levels of refinement; (b) direction-integrated intensity as a function of radius and AMR level.

gas, respectively.

Radiative heat transfer between the two concentric cylinders was studied numerically by solving the

RTE using the proposed Newton-Krylov-Schwarz (NKS) algorithm and the Venkatakrishnan TVD spatial

discretization scheme. The FVM was used to discretize the angular coordinate and divide the hemisphere

into 4 control angles in the polar- and 24 in the azimuthal-direction. The circular computational domain

was sub-divided into an initial non-uniform, body-fitted mesh with two equally-sized blocks and 256 total

cells. The maximum ∇Im AMR criterion (ε2) was employed here as it provided the most favourable results

in Section C.3.3.1.

Computed contours for G along with the mesh block boundaries after 8 levels of refinement are provided

in Fig. C.4(a). Block boundaries for an intermediate mesh refinement level, level 3, are also provided in the

figure to illustrate the AMR process. The AMR algorithm correctly identified the large gradient in G at

r = 0.59 m produced by the discontinuity and refined the mesh in the corresponding location. A large

improvement in the solution accuracy as the mesh is initially refined is observed in Fig. C.4(b), which

depicts the effect of mesh resolution on the radial profile for G. The figure also provides mesh statistics for

each level including number of blocks and computational cells. Refining the mesh beyond six levels yielded

little change in the solution. At the finest level, level 8, the mesh consists of 3056 blocks and 391 168 cells

which corresponds to a refinement efficiency of 97.7% or an equivalent uniform mesh with 16 777 216 total

cells.

C.3.4 Parallel Performance

The parallel performance of the algorithm applied to the square enclosure case was assessed by examining

both the strong and weak scaling properties. These two properties are a measure of the ability to demonstrate

a proportionate increase in parallel speedup with more processors. For the strong scaling test, the problem
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size is held fixed while the number of processors used to perform the computation is varied. Weak scaling

is measured by holding the work load per processor fixed and varying the problem size with the number of

processors. These two scaling properties are measured by the parallel speedup S p and efficiency ηp which

are defined as

S p =
t1
tp

(C.14)

ηp =
S p

p
(C.15)

where t1 and tp are the total wall times required to solve the problem with 1 and p processors, respectively.

C.3.4.1 Strong Scaling

Strong scaling was measured by dividing a uniform mesh of 512 by 512 cells amongst a number of equally

sized blocks and solving the problem in parallel. The test was first carried out using two different meshes

divided into a fixed number of blocks with either 32 by 32 or 64 by 64 cells. This allowed the work load

per processor to be varied by changing the number of blocks assigned to each processor without affecting

the partitioning of the mesh. As a result, only the effect of inter-processor communication on efficiency is

observed since the number of residual evaluations to achieve converged solutions does not change. Each

solution was said to have converged when the two-norm of the residual was reduced by 10 orders of mag-

nitude from the original. Spatial discretization was performed using the Venkatakrishnan TVD scheme,

angular discretization was performed with the S6 quadrature scheme, and ILU(0) was used as the block pre-

conditioner. GMRES was restarted every 20 inner iterations and terminated after 80 iterations or when the

residual for the linear problem was reduced by one order of magnitude. The resulting relationship between

parallel speedup, efficiency, and number of processors is shown in Fig. C.5(a) for the two meshes with differ-

ent fixed block sizes. Excellent parallel performance is achieved with an efficiency greater than 85% on 256

processors. A slight deviation from ideal speedup begins to occur as the number of processors is increased

beyond 16 which is magnified as more processors are used. This degradation in parallel performance is

attributed to the increase in the communication-to-work ratio for each processor as they are assigned less

work and the amount of communication for each block remains the same. The observed effect of block size

is minimal as almost no change in performance is observed when the block size is reduced by a factor of

two from 64 by 64 cells to 32 by 32.

The strong scaling test was performed a third time with the same uniform mesh of 512 by 512 cells as

the one used previously except the mesh partitioning was varied such that only one block was assigned to

each processor. As a result, the mesh was divided into smaller blocks as more processors were used. This

test not only measures the scalability of the particular implementation as the previous test did, but also the

scalability of the overall algorithm. It includes the negative effect of partitioning on convergence which

results from global Schwarz preconditioning in addition to the effect of communication. The results from

this test are illustrated in Fig. C.5(a) along with those obtained using the fixed block sizes. The results

indicate similar performance to the fixed block size cases with a slight improvement observed when using
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Figure C.5: Algorithm (a) strong and (b) weak scaling parallel performance.

fewer than 256 processors. This is due to the fact that the largest possible block sizes are used in the third

case and the effect of the global preconditioner is minimized.

The effect of block size on the convergence characteristics of the Newton solver was assessed in more

detail by plotting the convergence history against equivalent residual evaluations for the third strong scaling

test, Fig. C.6(a). The performance of the Newton method degrades as the block size is reduced and the total

number of blocks increases. This is due to the reduced effectiveness of additive Schwarz preconditioning

with increased partitioning. As a result, a slight increase in equivalent residual evaluations is observed every

time the total number of blocks is increased. An unexpected decrease in the required number of residual

evaluations is observed when the problem is solved using four processors (blocks) as compared to using no

partitioning at all. A super-linear speedup is also observed in Fig. C.5(a) between one and four processors.

This super-linear speedup occurs as a result of the increasing accumulated cache size as processors are added

on the IBM POWER6 platform.

C.3.4.2 Weak Scaling

Weak scaling performance of the proposed RTE solution algorithm is observed in Fig. C.5(b) for two differ-

ent block sizes of 32 by 32 and 64 by 64 cells. It was obtained by assigning each processor a single block

and either iterating for a fixed number of Newton steps or until the solutions were fully converged. Solu-

tions were deemed fully converged when the residual was reduced by ten orders of magnitude. Excellent

performance for the fixed iteration case is observed up to 1024 processors (blocks) with a parallel efficiency

greater than 90% relative to 64 processors. This indicates that the parallel implementation effectively min-

imizes the necessary inter-processor communication. However, efficiencies of only 50% and 20% were

achieved on 256 and 1024 processors, respectively, when the solutions were fully converged. This drastic

loss of performance is largely attributed to the effect of mesh partitioning and size on convergence history,

which is illustrated in Fig. C.6(b) for a block size of 64 by 64 cells. The number of residual evaluations

increases drastically as the problem is discretized using a larger mesh with more blocks. For example, a
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factor of 16 increase in mesh size resulted in a four-fold increase in the number of residual evaluations to

obtain a converged solution. This occurred since more GMRES iterations were required to solve the linear

system (Eq. (5.20)) at each Newton iteration as the condition number of the Jacobian matrix, J, increased

significantly with problem size. This degradation of the GMRES performance is the main cause of the

poor weak scaling obtained for the fully converged computations. It was less severe in the strong scaling

test (Section C.3.4.1) since the problem size remained fixed and was generally smaller than for the larger

weak scaling cases. Only the partitioning was altered for the strong scaling test. Despite these weak scaling

results, a substantial benefit is achieved through parallel solution of the radiation transport problem.

C.3.5 Serial Performance

A final test was carried out to compare the serial performance of the proposed solver with other standard

space-marching solution techniques discussed in this work. Two unit square enclosures were studied. The

first enclosure was the same one studied in Section C.3.2 containing a purely absorbing medium while

the second enclosure contained a purely scattering medium. For the second enclosure, all walls are cold

(T = 0 K) and black except the bottom wall which is hot and black. The emissivity of all walls was set to

one. The medium is also cold but scatters photons according to the high back-scattering B2 phase function

described by Kim and Lee [439]. The effect of optical thickness, spatial discretization, and mesh resolution

on overall performance for each solver is discussed for both test cases.

All of the solution methods considered in the serial performance assessment made use of the S6 DOM

quadrature and solutions were obtained for three single-block mesh sizes: 32 by 32, 64 by 64, and 128

by 128 uniformly spaced cells. The proposed NKS scheme with a GMRES tolerance of 0.1 was used in

combination with the upwind and Venkatakrishnan TVD discretizations. In addition to this, the standard

space-marching solution technique outlined by Carlson and Lathrop [297] was employed with a variety

of finite-volume schemes. Solutions were obtained using the space-marching technique with the upwind,

central, CLAM, and the genuinely multidimensional (GM) [424] schemes. The high-resolution CLAM and
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Table C.2: CPU times (s) for square enclosure with absorbing-emitting medium.

κ = 0.01 m−1 κ = 10.0 m−1

Scheme 32×32 64×64 128×128 32×32 64×64 128×128

NKS (Upwind) 1.6 11.2 78.1 1.0 5.8 38.2
NKS (Limited) 1.9 12.8 90.7 2.5 8.4 52.1

Space-March (Upwind) 0.0 0.1 0.5 0.0 0.1 0.5
Space-March (Central) 0.0 0.1 0.5 0.0 0.1 0.5
Space-March (CLAM) 0.6 3.5 31.3 0.4 2.6 19.5
Space-March (GM) 0.3 1.7 14.5 0.3 1.5 11.4

FAS Multigrid (Upwind) 12.9 69.7 495.5 3.3 14.5 88.6
FAS Multigrid (Limited) 48.7 272.8 1612.2 25.4 58.3 313.5

Table C.3: CPU times (s) for square enclosure with scattering medium.

σs = 0.01 m−1 σs = 10.0 m−1

Scheme 32×32 64×64 128×128 32×32 64×64 128×128

NKS (Upwind) 2.6 17.4 105.4 2.1 12.0 82.6
NKS (Limited) 4.8 30.8 252.5 3.2 24.0 155.0

Space-March (Upwind) 0.0 0.3 1.2 1.8 8.5 40.0
Space-March (Central) 0.1 0.3 1.2 2.2 9.4 42.3
Space-March (CLAM) 0.7 6.0 52.5 6.6 47.2 439.2
Space-March (GM) 1.0 6.2 51.2 5.1 27.9 176.4

FAS Multigrid (Upwind) 14.7 79.0 516.5 19.8 71.7 334.8
FAS Multigrid (Limited) 55.8 301.1 1672.0 32.6 100.1 576.1

GM schemes were implemented using the deferred correction procedure of Khosla and Rubin [440]. An

explicit time-marching algorithm was also tested in this study for comparison purposes despite the poor

performance characteristics of these types of solvers. The explicit solver makes use of FAS multigrid with

a regular V-cycle and the five-stage optimally smoothing relaxation scheme of Van Leer et al. [441]. The

iterations with the multigrid and Newton-Krylov solvers were stopped when residuals were reduced by 10

orders of magnitude while the space-marching solver used a convergence criterion of

max (|∆Im|) < 10−5 (C.16)

where max (|∆Im|) is the maximum absolute change in spectral intensity between iterations. It should be

noted that the tight convergence tolerances that are used for the time-stepping algorithms could not be met

by the space-marching solver in most cases.

The resulting CPU times required to solve each case using the various methods are provided in Ta-

bles C.2 and C.3 for the purely absorbing and purely scattering media, respectively. For the absorbing case,
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Figure C.7: Norms of solution residuals for square enclosure with (a) absorbing-emitting and (b) scattering media
obtained using the proposed solution algorithm and the Venkatakrishnan TVD scheme on a mesh with 128 by 128
uniform cells.

the resulting upwind nature of the governing equations is easily handled by the space-marching technique.

Both upwind and central schemes require only one iteration in each direction to reduce the residual below the

specified convergence criterion. Despite the added iterations required by the space-marching solver when

using either of the two high-resolution schemes, they still outperform the proposed solution algorithm. The

combined NKS and TVD scheme is a factor of 3.2 and 4.7 times slower on average than the CLAM scheme

for the optically thin (κ = 0.01 m−1) and thick (κ = 10 m−1) cases, respectively. The GM scheme performs

slightly better than the CLAM scheme. Multigrid performs the poorest, requiring excessively long solution

times. The solution time required for all schemes is observed to decrease with optical thickness. This is

confirmed in Fig. C.7(a) which shows the convergence histories for the implicit TVD scheme obtained on

the finest mesh. As shown in the figure, the optically thick case converges much more rapidly.

The Newton-Krylov algorithm compared more favourably to the space-marching method when scat-

tering was introduced. Comparing the high-resolution schemes, the Newton algorithm is at least twice as

fast as the CLAM scheme and 1.3 times faster on average than the GM scheme for the optically thick case

(σs = 10 m−1). However, similar results to those obtained for the purely absorbing case are observed near

the optically thin limit (σs = 0.01 m−1). It is interesting to note that the convergence characteristics of

both time-marching solvers improve as the optical thickness is increased while they decrease for the space-

marching solvers. This loss of performance for the space-marching solver is due to the high back-scattering

nature of the medium, which requires additional passes to propagate scattered rays in all directions. As

the optical thickness increases, the coupling between intensities strengthens and is easily taken into account

by the proposed scheme. Convergence histories are provided in Fig. C.7(b) for the finest mesh. As for

the purely absorbing case, convergence is much more rapid for large optical thickness (σs = 10.0 m−1).

For completeness, contours of the total radiative intensity are provided in Fig. C.8. Increasing the optical

thickness raises the total intensity near the hot wall as energy emitted from this wall is scattered back.
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Figure C.8: Contours of normalized direction-integrated intensity, G/(2πIb), for square enclosure with scattering
medium obtained using Venkatakrishnan TVD scheme on a mesh with 128 by 128 uniform cells.

C.4 Conclusion

A parallel implicit algorithm and TVD finite-volume scheme was successfully applied to the solution of

the DOM and FVM discretizations of the RTE. The algorithm uses an implicit Newton-Krylov solution

technique to handle non-linearities introduced by the discretization scheme and the strong omnidirectional

coupling in scattering media. Block ILU(p) and additive Schwarz preconditioning were used to improve

the effectiveness of the iterative linear solver. An AMR algorithm was also applied to reduce the size of the

computational mesh and the required computational resources. The overall performance of the algorithm

was assessed by studying both purely absorbing and scattering media in various two-dimensional enclosures.

The proposed algorithm displayed excellent scaling characteristics with greater than 85% parallel effi-

ciency up to 256 processors. Decreasing the block size had a small negative effect on convergence due to

the additional partitioning used in the Schwarz preconditioner. However, the number of residual evaluations

required to obtain a converged solution can increase significantly with problem size and condition number of

the system. Comparing the CPU times required for several different solution techniques and high-resolution

schemes, the proposed algorithm outperformed standard TVD space-marching methods by at least a factor

of two for strongly scattering media. This favorable performance was not observed for weakly scattering

and purely absorbing media. Nonetheless, the algorithm proves promising for large-scale computations of

more realistic cases having complex geometry that must be solved in parallel. One of the main limitations

of this algorithm is the large memory requirements well in excess of those for explicit or space-marching

methods. Recommendations for future work include the implementation of low-memory iterative linear

solvers, the use of more effective global preconditioners such as multi-level preconditioning methods, and

the application of the algorithm to more realistic test cases. Additionally, error-based refinement criteria

should be explored with specific application to test cases that include disparate scales.
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