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2007

A computational framework has been developed for predicting two-dimensional axisymmetric turbulent multi-phase (gas-particle) solid propellant rocket motor core flows. The cornerstone of this numerical scheme is a parallel block-based adaptive mesh refinement (AMR) algorithm. AMR methods are effective in resolving the multiple solution scales typical of such complex fluid flow while minimizing computational expense. The use of body-fitted mesh blocks makes the application of the block-based AMR more amenable to flows with thin boundary layers and permits anisotropic refinement as dictated by initial mesh stretching. The block-based data structure lends itself naturally to domain decomposition and thereby enables efficient and scalable implementations of the algorithm on distributed-memory multi-processor architectures. A mesh adjustment scheme has been devised in which the body-fitted multi-block mesh is locally adjusted to arbitrarily embedded boundaries that are not necessarily aligned with the mesh. Not only does this scheme allow for rapid and robust mesh generation involving complex embedded boundaries, it also enables the solution of unsteady flow problems involving bodies and interfaces moving relative to the flow domain. This allows for the modelling and treatment of the pressure dependent burning of the solid propellant. The level set method is used to treat the evolution of the burning propellant surface. A Godunov-type finite-volume scheme has been developed to accurately predict the interaction between the gas and solid particles injected into the rocket chamber at the combustion interface. Standard fourth-order Runge-Kutta and second-order predictor-corrector time-marching schemes are used for time-accurate temporal discretization. An explicit optimally-smoothing multi-stage time-stepping scheme with multigrid convergence acceleration is used for obtaining steady state solutions. The mathematical characteristics of an Eulerian formulation for the particle-phase required the development of a new solution method for the particle-phase that allows for a more physically realistic solution than was previously attainable. A novel multi-velocity formulation is proposed that can account for crossing particle trajectories by splitting the particle-phase into distinct velocity families which are transported separately. The overall proposed methodology provides a state-of-the-art framework for accurately and efficiently predicting rocket motor core flows.
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Chapter 1

INTRODUCTION

1.1 Motivation and Background

1.1.1 Internal Ballistics of Solid Propellant Rocket Motors

Solid propellant rocket motors (SRMs) are chemical rockets in which the fuel and oxidizer are combined into a hardened grain. They are relatively simple to design (few structural components) and to use (easily ignited). SRMs are commonly employed as booster rockets for launch vehicles and in tactical rocket systems. A schematic of a solid propellant rocket motor is shown in Figure 1.1. The essential components of a SRM are the motor casing, the propellant grain, the igniter, and the nozzle. Although conceptually straight-forward, the internal flow dynamics of a solid propellant rocket motor are very complex and not yet completely understood. A brief description of SRM operation is provided here. Refer to the textbooks by Oates [134] and Humble et al. [84] and the lecture notes by Kuentzmann [99] for more details.

The combustion of the propellant occurs in a thin, high temperature layer between the propellant grain and the main flow cavity, known as the combustion interface. This topologically complex surface evolves as the propellant burns and the hot gaseous combustion products are injected into the volume in the centre of the rocket known as the combustion chamber. The burning rate of the propellant is dependent on the local gas pressure, convective gas flow across the grain, and rate of heat transfer through the propellant. Injection of the combustion products into the chamber core occurs at low subsonic Mach numbers, M ≤ 0.1. As the pressure in the combustion chamber increases, the gases are propelled through the nozzle. When the chamber pressure is high enough (relative to the ambient pressure), the combustion products are accelerated through a converging-diverging nozzle from subsonic flow speeds in the combustion chamber, to sonic conditions at the throat of the nozzle, M = 1, and on to supersonic speeds at the nozzle exit, M ≈ 2−3, resulting in both high mass flow rates and thrust. Typical conditions in the combustion chamber are pressures around 3-5 MPa and temperatures up to 3500 K, and the motor casing must be able to withstand these high pressures and temperatures.
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Control of the burning rate is critical during SRM operation. During normal steady-state combustion the burning rate is dependent on the pressure and the initial grain temperature. If the combustion products are moving rapidly over the propellant grain, then the turbulent flow enhances the convective heat transfer to the combustion interface causing an increase in the burning rate. This phenomenon is known as erosive burning. Unsteady burning rates occur when the fluid conditions above the combustion interface are undergoing rapid changes, such as during ignition and at the end of the motor operation. The burning rate generally increases with the chamber pressure and the chamber pressure increases with the burning rate. The coupling of pressure fluctuations to the combustion of the propellant and the subsequent growth of unstable modes are known as combustion instabilities. There are two main types of combustion instabilities: the volume or $L^*$ instability and the acoustic instability. The $L^*$ instability is of low frequency and typically occurs during ignition [154]. This instability is not dangerous but it can lead to quenching of the propellant flame. Acoustic instabilities occur when the fluctuating pressure field inside the combustion chamber corresponds to a resonant acoustic mode of the cavity defined by the topology of the propellant grain, the motor case, and nozzle. Note that the resonant modes of the rocket motor change as the propellant grain regresses. Any unstable modes can lead to catastrophic failure of the rocket motor (propellant or case failure). See the work of Culick and Yang [35], Vuillot and Casalis [208], and Culick [34] for more details on acoustic combustion instabilities.

Solid particles are often added to the propellant to enhance combustion and burning stability. The added mass of the particles tends to damp out unsteady waves present in the combustion chamber. The particles, however, can have detrimental effects on the rocket motor, causing excessive erosion of the nozzle surface, and altering the effective thrust and choking behaviour of the rocket motor. The particles added in many SRMs, such as the booster rockets on the Space Shuttle, are typically composed of aluminum. These reactive particles are used both to stabilize the internal flow due to possible combustion instabilities and to also act as fuel, producing additional hot gas into the combustion chamber as they burn. The aluminum particles can account for as much as
20% of the propellant by mass. Non-aluminized propellants are, however, common in some military rocket applications, such as the CRV-7 rocket system, and result in reduced smoke and thermal signatures. These inert particles, such as aluminum oxide, Al$_2$O$_3$, are typically added to dampen combustion instabilities in the flow chamber and account for 2–3% of the solid propellant by mass.

Ignition of the propellant is a transient process that is accomplished using a pyrotechnic device that contains boron-potassium nitrate pellets and are ignited by an electrical signal. Note that in larger rockets the igniter consists of a small SRM as well as the BKNO$_3$ pellets. The igniter provides a hot gas which raises the surface temperature of the propellant grain sufficiently for ignition to occur.

In summary, the fluid flow from the combustion chamber, through the nozzle, and the plume of the rocket is a high temperature, chemically reactive, multi-phase, turbulent flow having a wide range in Mach number. It is inherently three-dimensional due to turbulent flow, mass injection, and propellant grain geometry. In addition to the complexity of the internal flow, the flight mechanics of a rocket motor is inherently unstable. Rocket motors have no innate pitch/yaw stability, therefore, perturbations during the flight of a rocket can cause end-over-end rotation of the rocket altering the path of the rocket motor [98]. This instability can be provoked by a mis-aligned thrust vector. Spinning the rocket motor about its longitudinal axis will dampen the side components of the velocities due to the mis-aligned thrust. A stability analysis of rocket motors can be found in the book by Kolk [98]. The spinning motion of the rocket adds to the complexity of the internal flow field, significantly altering the flow structure due to the Coriolis and centrifugal forces created by the rocket rotation.

### 1.1.2 Numerical Prediction of SRM Internal Ballistics

Modern numerical methods are a potential tool for studying the complex characteristics of solid propellant rocket motor internal ballistics. In particular, high-fidelity simulations, in terms of numerical solution accuracy and modelling of physical phenomena would seem to offer a way forward to improving the understanding of the fluid processes involved in SRM core flows; however, due to the complex nature of SRM internal ballistics, these numerical simulations can be computationally expensive. Nevertheless, a number of engineers and scientists have successfully designed and applied numerical schemes to study these problems. Much of the recent numerical SRM research has been directed toward the investigation of the characteristics of the turbulent flow structure, the modelling of reactive and non-reactive particles (with and with-out particle-particle collision processes), and the interaction between the turbulent flow and the particle trajectories. Some of these recent numerical achievements are now summarized.
Solution of the Favre-averaged Navier-Stokes equations where turbulence closure is achieved using two-equation models is a common approach for the numerical solution of turbulent flows [211]. Tseng et al. [194], Ciucci and co-workers [28, 29], Orbekk [136], Sabnis and co-workers [167, 168], and Cai et al. [23] have all computed turbulent rocket motor core flows using several different variants of the $k-\varepsilon$ turbulence model. A difficulty that arises in turbulence modelling of internal SRM flows is the specification and modelling of the mass injection and the propellant grain due to the combustion of the propellant. Tseng et al. [194] and Cai et al. [23] used the standard $k-\varepsilon$ turbulence model away from solid and transpiring walls and the Wolfshtein one-equation model in the near wall region [212]. A correction to the eddy-viscosity length scale was proposed by Tseng et al. to account for the mass injection at the burning surface [194]. Sabnis et al. [167] and Ciucci and co-workers [28, 29] devised mass injection modifications to the damping functions of the low Reynolds number $k-\varepsilon$ formulation [92, 101].

To provide a better understanding of the turbulent phenomena in SRM core flows, large eddy simulations (LES) have been conducted by Apte and Yang [6, 7], Berglund and Fureby [19], and Najjar et al. [129]. The work by Apte and Yang involved the prediction of the internal flow in a nozzleless rocket with surface mass-injection and was limited to two-dimensions. However, it is shown three flow regimes exist, fully laminar at the head of the rocket, a transitional section beginning roughly at the mid-point, and a fully turbulent region further downstream as the flow Reynolds number increases [6, 7]. The turbulent injection of mass causes early transition to turbulence. The work of Najjar et al. [129] was carried out at the Center for Simulation of Advanced Rockets (CSAR) at the University of Illinois at Urbana-Champaign. The goal of CSAR is the detailed, whole-system simulation of solid propellant rockets under both normal and abnormal operating conditions [79, 41, 40]. This includes modelling the fluid dynamics ([145, 127, 8, 157, 206, 50, 51, 128, 209, 20, 52, 129]), structural mechanics [130], and propellant combustion ([80, 96, 97, 4, 183]) as well as advances in computer science. Their research focuses on the Space Shuttle booster rockets. Algorithms for the coupled simulations are outlined by Parsons et al. [145] and Fielder et al. [53, 54], including computational fluid dynamics (CFD) for predicting the core flow and finite-element methods for simulating the heat transfer and stresses in the propellant grain.

Numerical simulation of the particle phase in SRM core flows has been achieved using both Lagrangian [28, 29, 23, 168] and Eulerian [207, 36, 136] methods. Lagrangian tracking methods more easily allow for the inclusion of complex particle processes (such as combustion, break-up, and agglomeration); however, Eulerian techniques can be less computationally expensive. Dupays et al. [44] have performed reactive multi-phase computations using both Lagrangian and Eulerian methods and their findings tend to support these statements. At CSAR, a Lagrangian formulation
1.2 Thesis Objectives

The long-term objective of the SRM research program at the University of Toronto Institute for Aerospace studies is the development of a CFD tool that will allow for the study of the characteristics and structure of three-dimensional turbulent multi-phase SRM core flows, as well as aid rocket design and optimization. Of particular interest are the structure and characteristics of swirling core flow, the grain geometry effects on the swirl structure, the fluid and solid particle transport through the swirling core flow, and the effective thrust and choking of the rocket motor due to
rocket rotation and particle density. Other potential research directions include propellant ignition transients and igniter design, propellant combustion modelling, and the study of $L^*$ and acoustic instabilities.

In order to achieve the longer-term research plan, the goal of the current research is to develop a computational framework for predicting two-dimensional axisymmetric turbulent multi-phase SRM core flows. The numerical algorithms presented here provide insight into the requirements for developing a high-fidelity, efficient, and robust three-dimensional tool. The key feature of this numerical scheme includes the use of a parallel block-based adaptive mesh refinement algorithm, a mesh adjustment algorithm for dynamic and stationary embedded boundaries, and a multi-velocity Eulerian formulation for the particle-phase to account for the complex physical processes associated with SRM core flows. The proposed parallel algorithm has been devised with a view to enabling the computation of rocket motor flows on a more routine basis.

1.3 Overview

This dissertation is delivered in four main Chapters. The equations governing the behaviour of the gas-particle flow are presented in the next Chapter. It begins with a discussion of the dynamics and heat transfer of single isolated solid particle moving through a background gas. This provides a Lagrangian perspective of particle motion. From there an Eulerian formulation of the particle phase is presented along with the Navier-Stokes equations for the gas phase. Eigensystem and dispersion analyses of the one-dimensional form of the Eulerian gas-particle flow equations are conducted to gain the necessary insight into the wave structure and dynamic behaviour of the system equations required for constructing an algorithm for their numerical solution. The Favre-averaged gas-particle equations used here to describe fully turbulent core flows and a discussion of the two-equation model used for turbulence closure are given in the next section. The Chapter is concluded by describing the pressure-dependent propellant combustion model used here to specify the gas and particle products at the combustion interface as well as determine the rate of regression of the propellant grain.

Algorithms for the numerical prediction of the system of equations outlined in Chapter 2 are described in Chapter 3. In this work, a Godunov-type finite volume scheme has been developed to solve the governing equations in integral form over a domain discretized into computational cells. Explicit time-marching schemes are used for time evolution for steady and unsteady flows. A parallel multigrid method is used to accelerate convergence for steady problems. The spatial discretization schemes for the gas-phase are reviewed. A multi-velocity formulation for the solution
of the particle-phase is presented. Standard single-velocity formulations are capable of predicting regions of zero particle concentration but are problematic for flows involving crossing particle trajectories or compression waves. The multi-velocity formulation described here can account for crossing particle trajectories by splitting the particle-phase into distinct velocity families which are transported separately in the flow. Switching of the particle families at solid boundaries and due to momentum transfer with the gas-phase is conducted in a manner that enforces conservation of mass, momentum, and energy. This numerical method is combined with a parallel block-based adaptive mesh refinement algorithm that is very effective in treating problems with disparate length scales while minimizing computational expense. For SRM core flows, adaptive mesh refinement (AMR) schemes will provide the required mesh density to resolve the thin boundary layers along the nozzle walls as well as at regions of interest with respect to the particle-phase, such as peak concentration zones and the interfaces between zero and non-zero concentrations. The block-based data structure lends itself naturally to domain decomposition and thereby enables efficient and scalable implementations of the algorithm on distributed-memory multi-processor architectures. Validation and numerical results are presented for a number of test cases throughout this chapter.

In Chapter 4, a scheme is described in which the body-fitted multi-block mesh is locally adjusted to arbitrarily embedded boundaries that are not necessarily aligned with the mesh. Not only does this scheme allow for rapid and robust mesh generation involving complex embedded boundaries, it also enables the solution of unsteady flow problems involving bodies and interfaces moving relative to the flow domain. The motivation for developing a mesh adjustment scheme stemmed from the desire to numerically predict flow involving complex bodies which can be moving relative to the computational domain, such as the evolution of the combustion interface in solid propellant rocket motors. Rigid body motion or evolving motion due to a physical process are considered. Evolving embedded boundaries are modelled using a parallel block-based AMR level set method. In the case of SRM core flows, this allows for the modelling and treatment of the pressure dependent burning of the solid propellant. Again, validation and demonstration numerical test cases are presented throughout this chapter.

Predicted rocket motor core flow results for a configuration typical of CRV-7 rocket systems are described in Chapter 5 using the numerical methods described in the previous two chapters. The CRV-7 rocket system contains a non-aluminized composite propellant composed of 80% oxidizer (ammonium perchlorate, AP) and 20% fuel (hydroxyl terminated polybutadiene, HTPB). As is typical in some tactical rocketry, inert aluminium oxide particles account for 2-3% of the solid propellant by mass. Therefore, the modelling of burning particles, particle-particle collision processes (such as agglomeration), and the transport of smoke are not required for the present work and are
left for future research. In addition, the propellant ignition is assumed to be instantaneous and the burning rate dependent only on the local pressure.

Finally, concluding remarks and recommendations on future work are presented in Chapter 6. Some supporting algorithms are also described in Appendices A–E.
Chapter 2

GAS-PARTICLE FLOW EQUATIONS

Both Lagrangian and Eulerian formulations are commonly used within the scientific community when treating the motion of an inert (non-reacting), dilute (negligible volume fraction), and disperse (particle-particle collisions are negligible) particle phase coupled with a fluid. As a consequence of the assumptions of an inert and dilute particle phase, there is no interaction between the phases due to mass transfer or volume effects. However, interactions between the phases occur due to momentum and heat transfer caused by the collisions between the solid particles and the gas molecules. The collision processes result in viscous drag on the particles and thermal conduction and convection of heat to and from the particle, which together tend to relax the system towards an equilibrium state in which the two phases have equal velocity and temperature.

In a Lagrangian formulation, the trajectories of individual particles are tracked (e.g., Najjar et al. [127] and Patankar and Joseph [147, 146]). A set of ordinary differential equations is used to determine the translational and rotational motion of the particle as well as the particle’s temperature. Although conceptually straight-forward, Lagrangian methods can be prohibitively expensive since a large number of particles is required to achieve realistic concentrations with a distribution of characteristics (such as mass, diameter, and specific heat). Ad hoc puff models, where simulated particles represent a cloud of actual particles, are often employed in order to achieve realistic concentrations in Lagrangian simulations.

In an Eulerian formulation, the particle-phase is treated as a continuum and a set of partial differential equations representing the conservation of mass (concentration), momentum, and energy is used to prescribe the motion of the particle-phase [173, 179, 171, 87]. The Eulerian framework can readily cope with particles having a distribution of sizes and characteristics. This can be accomplished by considering multiple families of different particles, each with their own mass, momentum, and energy. A set of governing equations is then required for each particle family. Nevertheless, it has been well-established that the set of partial differential equations governing dilute and disperse particle flow is both hyperbolic and degenerate [173, 179, 172]. As a result of the degeneracy, numerical predictions of flows involving the compression of the particle phase, such as at reflection boundary conditions, can be problematic and must be dealt with when constructing
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solutions via numerical methods.

In this Chapter, the governing equations for an inert, disperse, and dilute gas-particle flow are presented. The momentum and heat transfer interactions are examined in the next section in the context of a Lagrangian formulation for the particle-phase. The dominant momentum transfer term, Stokes drag, is discussed. Corrections to the drag coefficient are presented for higher slip-Reynolds number and rarefied non-equilibrium flows (the latter is important for very small particles). Higher-order drag terms, such as the Basset history force, are addressed. Heat transfer due to conduction and convection is also discussed. An Eulerian formulation for the particle-phase is presented in the following section along with the compressible Navier-Stokes equations for the gas phase. Eigensystem and dispersion analyses of the inviscid one-dimensional form of the equations are conducted to gain a better understanding of the dynamic behaviour and wave structure of the coupled gas-particle flow equations as well as investigate the interaction mechanisms between the gas and particle phases. Turbulence modelling is discussed in the third section of this chapter. The Favre-averaged gas-particle flow equations are presented and the eddy-viscosity-based $k-\omega$ turbulence closure model, used herein to model the influences of unresolved turbulence, is discussed. The pressure-dependent burning law used in this study for the combustion of a solid propellant is described in the final section.

2.1 Lagrangian Formulation

2.1.1 Momentum Equation

A Lagrangian formulation involves tracking the trajectory of individual particles. The equation for the translational motion of the particle is described in this section. Additional ordinary differential equations are required to track the angular velocity of the particle and heat transfer between the particle and the surrounding fluid. Particle-particle interaction effects on momentum transfer, due to collisions and interacting wakes, are neglected.

The translational motion for an isolated inert, spherical, and rigid particle of diameter, $d_p$, moving through a background gas with velocity vector $\vec{v}$ is given by the sum of the forces acting on the particle,

$$m_p \frac{d\vec{u}}{dt} = (m_p - m_f)\vec{g} + \oint_{\Omega} \vec{\sigma}_n \cdot \hat{n} \, d\Omega,$$  \hspace{1cm} (2.1)

where $m_p$ and $\vec{u}$ correspond to the mass and velocity of the particle, respectively, and $m_f$ is the mass of the fluid displaced by the particle. The term on the left-side of equation (2.1) is the Lagrangian acceleration of the particle and the two terms on the right side correspond to the force
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due to gravity and the force due to the fluid on the surface of the particle, respectively. The surface
force acts in a normal direction, \( \hat{n} \), to the surface of the particle, \( \Omega \). Note that the position of the
particle can be found by integrating
\[
\frac{d\vec{r}}{dt} = \vec{u}.
\]  
(2.2)

In the case of an incompressible fluid, the stress tensor, \( \sigma_n \) is given by
\[
\sigma_n = -p \hat{I} + \mu \left( \nabla \vec{v} + (\nabla \vec{v})^T \right),
\]  
(2.3)

where \( p \) and \( \mu \) are the pressure and dynamic viscosity of the gas. An analytical expression can be
derived for the surface integral of equation (2.1) for an unsteady, incompressible flow by splitting
the force contributions into the steady and unsteady components. The steady component can
be integrated directly, however, the unsteady component requires a lengthy derivation in which a
complex function is assumed to satisfy the unsteady component of the flow field. Fourier transforms
can be used to evaluate the resulting integral. The derivation process is outlined by Maxey and
Riley [121] and Landau and Lifshitz [102] and is presented in full in Ref. [169]. The ordinary
differential equation governing the motion of an isolated particle is then given by
\[
m_p \frac{d\vec{u}}{dt} = (m_p - m_f)g + m_f \frac{D\vec{v}}{Dt}\bigg|_{\vec{r}(t)} + \frac{1}{2} m_f \frac{d}{dt} \left( \vec{v}(\vec{r}(t), t) - \vec{u}(t) + \frac{1}{40} d_p^2 \nabla^2 \vec{v}\bigg|_{\vec{r}(t)} \right)
+3\pi d_p \mu \left( \vec{v}(\vec{r}(t), t) - \vec{u}(t) + \frac{1}{24} d_p^2 \nabla^2 \vec{v}\bigg|_{\vec{r}(t)} \right)
+\frac{3}{2} \pi d_p^2 \mu \int_{\tau_0}^{\tau} \left( \frac{d}{d\tau} \left( \vec{v}(\vec{r}(\tau), t) - \vec{u}(\tau) + \frac{1}{24} d_p^2 \nabla^2 \vec{v}\bigg|_{\vec{r}(\tau)} \right) \right) \sqrt{\pi \nu (t - \tau)} d\tau.
\]  
(2.4)

The terms on the right-side of this equation correspond to buoyancy force, the force due to fluid
acceleration, the force due to added mass, the Stokes drag force, and the Basset history force.
These terms have been derived using a low slip Reynolds numbers approximation, \( Re_p \ll 1 \), where
\[
Re_p = \frac{\rho d_p |\vec{v} - \vec{u}|}{\mu}.
\]  
(2.5)

The fluid acceleration force incorporates the effects of the fluid-stress gradients on the particle. The
added mass term represents the virtual mass added to the particle as the acceleration of the particle
requires the surrounding fluid to accelerate. The volume of the added mass is equal to half of the
volume of the particle. The Stokes drag force corresponds to the transfer of momentum between
the fluid and the solid particle. The Basset history force is associated with the unsteady flow-field
surrounding the particle and depends on the past particle motion, weighted by the kernel \((t - \tau)^{\frac{1}{2}}\), where \((t - \tau)\) represents the elapsed time since the past acceleration. It acts as an augmented viscous drag and depends on the viscosity of the fluid, the acceleration of the particle, and the acceleration of the fluid. The terms involving the Laplacian of the flow-field \(\nabla^2 \bar{u}\) are known as the Faxen terms. Simply stated, the Faxen terms account for the non-uniformity (or curvature) of the flow-field. The Faxen terms are generally small when compared with the other terms and so are usually neglected.

A scale analysis of equation (2.4), as conducted by Mei et al. [122], indicates that the Stokes drag and buoyancy terms are the dominant forces acting on the particle. The influence of the fluid acceleration, added mass, and Basset history force are negligible for heavy particles. These forces also become negligible for slip Reynolds numbers greater than one. In this limit, equation (2.4) can be reduced to

\[
m_p \frac{d \bar{u}}{dt} = (m_p - m_f) \bar{g} + 3\pi d_p \mu \left( \bar{v}(\bar{r}(t), t) - \bar{u} \right) f(Re_p)/G.
\]

The function \(f(Re_p)\) is a non-linear correction that extends Stokes drag law, where \(f(Re_p) = 1\), which is strictly valid for \(Re_p < 1\) to higher slip Reynolds numbers. In particular, an empirical drag law can be written as

\[
C_D = \frac{24}{Re_p} f(Re_p) = \frac{24}{Re_p} \left( 1 + d_1 Re_p^{d_2} + \frac{Re_p}{24} \frac{d_3}{1 + d_4/Re_p^{d_5}} \right),
\]

where the coefficients for five drag laws are listed in Table 2.1 for rigid, spherical particles. The first set of coefficients correspond to Stokes drag. The Klyachko-Putnam drag law extends Stokes drag to moderate slip Reynolds numbers [166]. The Turton and Levenspiel [196] and Haider and Levenspiel [71] drag laws are valid for slip Reynolds numbers up to one-hundred thousand, \(Re_p < 10^5\). These drag laws are compared with experimentally observed values [158] for slip Reynolds numbers ranging from 0.1 to 70,000 in Figure 2.1.

<table>
<thead>
<tr>
<th>Drag Law</th>
<th>(d_1)</th>
<th>(d_2)</th>
<th>(d_3)</th>
<th>(d_4)</th>
<th>(d_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stokes [166]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Oseen [166]</td>
<td>(3/16)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Klyachko-Putnam [166]</td>
<td>(1/6)</td>
<td>(2/3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Turton and Levenspiel [196]</td>
<td>0.173</td>
<td>0.657</td>
<td>0.413</td>
<td>16300</td>
<td>1.09</td>
</tr>
<tr>
<td>Haider and Levenspiel [71]</td>
<td>0.1806</td>
<td>0.6459</td>
<td>0.4251</td>
<td>6880.95</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.1: Coefficients for various drag laws.
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If the particle size is small or comparable to the mean free path of the fluid, \( \lambda \), then the assumption of continuum flow around the particle is invalid. In this regime, the drag laws will over predict the drag force on the particle. A correction factor, known as the Cunningham correction, \( G \), is included in equation (2.6) to account for this effect [166], and it is given by

\[
G = 1 + Kn \left[ 2.492 + 0.84 \exp \left( -\frac{1.74}{Kn} \right) \right],
\]

(2.8)

where \( Kn \) is the Knudsen number which is defined as \( Kn = \lambda / d_p \). This correction factor increases the momentum transfer relaxation time which leads to a decreased drag force. Note that \( G = 1 \) for continuum flows (\( Kn \to 0 \)).

2.1.2 Heat Transfer Equation

The rate of heat transfer between the single isolated particle and the surrounding fluid depends on the instantaneous temperature difference [166]. The ordinary differential equation governing the temperature of the particle is given by

\[
m_p c_m \frac{dT_p}{dt} = \pi d_p \kappa \text{Nuss}(T - T_p),
\]

(2.9)
where $T_p$, $T$, $c_m$, and $\kappa$ are the particle’s temperature, the local fluid temperature, the specific heat of the particle (assuming constant particle material), and the thermal conductivity of the fluid, respectively. The Nusselt number, $Nu$, accounts for the increase in heat transfer due to convection. The Nusselt number can be expressed in terms of the slip Reynolds number and the Prandtl number, $Pr = \mu_c \rho_p / \kappa$, as

$$Nu = 1 + 0.3Pr^{1/3}Re_p^{1/2}, \quad (2.10)$$

where a Nusselt number of unity corresponds to purely conductive heat transfer.

### 2.2 Eulerian Formulation

#### 2.2.1 Inert, Dilute, and Disperse Gas-Particle Equations

In order to model multi-phase flows, Lagrangian methods require the tracking of a large number of particles. In these situations, Eulerian methods, which instead provide a description of the mass, momentum, and energy of the particles in a given volume, can then be a convenient way to represent the particle dynamics. An Eulerian formulation for an inert, dilute, and disperse particle-phase coupled to a compressible fluid is now described. The compressible Navier-Stokes equations are used to govern the behaviour of the calorically perfect gas phase. The Eulerian formulation for the particle phase is presented here for $N$ particle families. Each particle family can have distinct sizes and characteristics and is required to have their own mass, momentum, and energy. The conservation of mass (continuity equation) for the gas and particle phases are given by

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = 0, \quad (2.11)$$

$$\frac{\partial \sigma_p}{\partial t} + \nabla \cdot (\sigma_p \vec{u}_i) = 0, \quad \text{for} \quad i = 1 \ldots N, \quad (2.12)$$

where $\rho$ and $\vec{v}$ are the gas-phase density and velocity, and $\sigma_p$ and $\vec{u}_i$ are the particle-phase concentration and velocity for the $i^{th}$ particle family.

As noted in the previous section, a strong interaction can exist between the relatively heavy solid particles and the gas due to momentum transfer (drag) between the two phases. The conservation of momentum for the gas and particle phases are given by

$$\frac{\partial (\rho \vec{v})}{\partial t} + \nabla \cdot (\rho \vec{v} \vec{v} + p \vec{I}) = \nabla \cdot \tau - \sum_{i=1}^{N} \frac{\sigma_p}{\tau_{vi}} (\vec{v} - \vec{u}_i), \quad (2.13)$$

$$\frac{\partial (\sigma_p \vec{u}_i)}{\partial t} + \nabla \cdot (\sigma_p \vec{u}_i \vec{u}_i) = \frac{\sigma_p}{\tau_{vi}} (\vec{v} - \vec{u}_i), \quad \text{for} \quad i = 1 \ldots N, \quad (2.14)$$
where \( p \) is the gas-phase pressure, and \( \tau \) is the viscous stress tensor, \( \tau = 2\mu(\nabla \vec{v} - \frac{1}{3} \nabla \cdot \vec{v} \vec{T}) \). The momentum (drag) transfer term has been written in terms of a relaxation time, \( \tau_v \), given by

\[
\tau_v = \frac{m_p}{3\pi d_p \mu} \frac{G}{f(Re_p)}, \tag{2.15}
\]

which includes both the non-linear drag and Cunningham corrections outlined in Section 2.1.1 above. Note that the momentum transfer interaction terms on the right-hand side of equations (2.13) and (2.14) are identical to the drag term for a single particle given in equation (2.6). Although the gas is assumed to be compressible, no compressibility corrections to the drag law are considered in this work.

Heat transfer between the phases can occur when the phases have different temperatures. The gas phase is taken to be calorically perfect and the total energies of the two phases are given by

\[
E = \frac{p}{(\gamma - 1)} + \frac{\rho}{2}(\vec{v} \cdot \vec{v}) = \rho c_v T + \frac{\rho}{2}(\vec{v} \cdot \vec{v}), \tag{2.16}
\]

\[
E_{p_i} = \sigma_{p_i} c_{m_i} T_{p_i} + \sigma_{p_i} \frac{c_p}{2} \left( \vec{u}_i \cdot \vec{u}_i \right), \tag{2.17}
\]

where \( \gamma = c_p / c_v \) is the ratio of the specific heats for the gas and \( p \) is the gas phase pressure. The ideal gas law provides a relationship between the gas pressure, \( p \), and temperature, \( T \),

\[ p = \rho R T = \rho a^2 / \gamma, \]

where \( a = \sqrt{\gamma RT} \) is the sound speed and \( R \) is the gas constant. The conservation of energy for the gas and solid particle phases can be expressed in terms of their total energies per unit mass and written as

\[
\frac{\partial E}{\partial t} + \nabla \cdot [\vec{v}(E + p)] = \nabla \cdot [\vec{v} \cdot (\vec{v} - \vec{q})] - \sum_{i=1}^{N} \left[ \frac{\sigma_{p_i}}{\tau_{v_i}} (\vec{u} - \vec{u}_i) \cdot \vec{u}_i + \frac{\sigma_{p_i} c_p}{\tau_{T_i}} (T - T_{p_i}) \right], \tag{2.18}
\]

\[
\frac{\partial E_{p_i}}{\partial t} + \nabla \cdot (\vec{u}_i E_{p_i}) = \frac{\sigma_{p_i}}{\tau_{v_i}} (\vec{u} - \vec{u}_i) \cdot \vec{u}_i + \frac{\sigma_{p_i} c_p}{\tau_{T_i}} (T - T_{p_i}), \text{ for } i = 1 \ldots N, \tag{2.19}
\]

where \( \vec{q} \) is the heat transfer vector, \( \vec{q} = -\kappa \nabla T \).

Igra et al. [87] observed that due to the lack of the pressure-like term in the particle-phase, the particle-phase total energy equation can be simplified into a thermal energy equation while maintaining conservative form by subtracting the particle-phase continuity and momentum equations from it. The particle-phase thermal energy equation is given by

\[
\frac{\partial \epsilon_{p_i}}{\partial t} + \nabla \cdot (\vec{u}_i \epsilon_{p_i}) = \frac{\sigma_{p_i} c_p}{\tau_{T_i}} (T - T_{p_i}), \text{ for } i = 1 \ldots N, \tag{2.20}
\]

where \( \epsilon_{p_i} = \sigma_{p_i} c_{m_i} T_{p_i} \) is the particle-phase total thermal energy of the \( i \)th family and the relaxation time associated with the heat transfer, \( \tau_T \), is given by

\[
\tau_T = \frac{m_p c_p}{2\pi d_p \kappa N_i}. \tag{2.21}
\]
The heat transfer terms on the right-hand side of equations (2.18)–(2.20) are identical to the heat transfer term for a single particle given in equation (2.9). Note that the ratio of the relaxation times, equations (2.15) and (2.21), can be related to the Prandtl number, Pr, by \( \frac{\tau_T}{\tau_v} = \frac{3}{2} \frac{\mu_c}{\kappa} = \frac{3}{2} Pr \) when the non-linear drag correction, Cunningham correction, and convective heat transfer terms are ignored.

### 2.2.2 Eigensystem Analysis of the Inviscid Gas-Particle Equations

Equations (2.12), (2.14), and (2.20) provide an Eulerian description for the particle phase and are very similar to the Euler equations for inviscid, compressible gases with the exception of the absence of pressure-like terms in the particle-phase momentum or energy equations. This feature is a direct result of the assumption that the particle-phase is disperse. The lack of particle-particle collisions means that there are no normal surface forces produced by the random motion of the particles themselves and hence there are no pressure-like terms (or viscous-like terms) in the particle momentum and energy equations. The eigenstructure of the inviscid one-dimensional form of the preceding two-phase flow equations is now considered in order to gain an understanding of the influence that the absence of a particle pressure has on the unsteady wave structure of this system of equations before pursuing a numerical solution.

The one-dimensional, weak conservation form of the governing equations in the case of a single-family mono-sized particle phase can be summarized by

\[
\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial}{\partial x} \mathbf{F}(\mathbf{U}) = \mathbf{P}(\mathbf{U}),
\]

where \( \mathbf{U} = [\rho, \rho v, E, \sigma_p, \sigma_p u, \epsilon_p]^T \) is the one-dimensional flow state vector of conserved variables, \( \mathbf{F}(\mathbf{U}) \) is the flux vector, and \( \mathbf{P}(\mathbf{U}) \) is the phase-interaction source vector. In the “frozen” limit, the characteristic times scales of the particle drag and heat transfer, \( \tau_v \) and \( \tau_T \), are assumed to be large relative to the differences in velocities and temperatures of the two phases such that the phase-interaction terms can be neglected. In this limit, the equations governing the gas and particle phases decouple. An eigensystem analysis of the system in the frozen limit provides the set of real eigenvalues, \( \lambda_k \),

\[
\lambda_1 = v - a, \quad \lambda_2 = v, \quad \lambda_3 = v + a, \quad \lambda_{4,5,6} = u,
\]

indicating the hyperbolic nature of the equations. The first three eigenvalues correspond to the well known acoustic and convective eigenvalues of the Euler equations. The last three repeated eigenvalues are associated with the particle phase. The right eigenvectors corresponding to the
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Frozen-limit eigenvalues are

\[
\begin{bmatrix}
\vec{r}_1 \\
\vec{r}_2 \\
\vec{r}_3 \\
\vec{r}_4 \\
\vec{r}_5
\end{bmatrix} =
\begin{bmatrix}
1 & -a/\rho & a^2 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
1 & a/\rho & a^2 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\] (2.24)

This is an incomplete set of eigenvectors as only five linearly independent eigenvectors can be found for the six characteristic fields. An eigenvector associated with the \( \lambda = \mu \) eigenvalue is missing. Because of this degeneracy in the eigensystem, the set of hyperbolic conservation equations governing disperse gas-particle flows is said to form a degenerate hyperbolic set, a result confirmed by previous studies [172, 173, 179]. The degeneracy is a direct result of the assumptions that the particle volume fraction is negligible (dilute) and that the effects of inter-particle collisions are not important (disperse). Physically, the main implications of the degeneracy are two-fold. First, particle vacuums can exist as there are no direct pressure forces to drive the particles from regions of high concentrations to those with lower concentrations. Moreover, as interactions between particles have been neglected, the paths of particles can cross. Faster moving particles can freely over-take and pass slower moving particles without being subject to any particle-particle interaction forces. As a result of this degeneracy, numerical predictions of flows involving the compression of the particle-phase, such as at reflection boundary conditions, can be problematic and this issue must be dealt with when constructing solutions via numerical methods.

2.2.3 Dispersion Analysis of the Inviscid Gas-Particle Equations

A linear dispersion analysis for initial value problems can be used to provide a better understanding of the dynamic behaviour and wave structure of the coupled gas-particle flow equations as well as the degeneracy of the particle phase equations. In particular, an analysis of initial value problems for the linearized one-dimensional form of these equations is considered here. Marble conducted a linear dispersion analysis of the boundary value problem for the same system of equations [118]. The analysis of the equilibrium, frozen, and non-equilibrium dispersion relationships follows the procedure outlined by Groth et al. [69].

The dispersive wave properties of the gas-particle flow equations for planar wave propagation can be assessed by considering the linearized primitive form of equation (2.22):

\[
\frac{\partial \mathbf{W}}{\partial t} + \mathbf{A}_0 \frac{\partial \mathbf{W}}{\partial x} = \mathbf{Q}_0 \mathbf{W},
\] (2.25)
where $W = [\rho, v, T, \sigma_p, u, T_p]^T$ is the primitive solution vector and the matrices $A_0$ and $Q_0$ are the linearized coefficient matrix and phase-interaction source Jacobian determined by linearizing the primitive form of the equations about a quiescent (stationary) equilibrium state $W_0 = [\rho_0, 0, T_0, \sigma_{p0}, 0, T_0]^T$. For initial value problems and solutions of the form $W = \exp[i(\omega t - \xi x)]$, the differential wave operator for the linearized equations is defined by the eigenvalue problem given by 

$$\begin{bmatrix} i\omega I - i\xi A_0 - Q_0 \end{bmatrix} W = 0$$

where the temporal frequency, $\omega$, can have real and imaginary components, $\omega = \omega_R + i\omega_I$, whereas the spatial frequency $\xi$ is real valued. The parameter $\xi$ defines the frequency content of the linearized solution, which varies from the low frequencies for near equilibrium solutions to high frequencies for non-equilibrium solutions approaching the frozen limit. The condition for the stability of the solutions is $\omega_I > 0$.

In the equilibrium limit ($\tau_v, \tau_T \to 0$), the particles and gas are driven by the drag forces and heat transfer to move with the same velocity ($u = v$) and have the same temperature ($T_p = T$). An equilibrium density can be defined by setting $\rho = \rho + \sigma_p = \rho(1 + \chi)$ where $\chi = \sigma_p/\rho$ is the particle loading factor and is constant for uniformly distributed particles. The system of equations in the equilibrium limit can then be reduced to three variables, in terms of the primitive variables $\rho$, $v$, and $T$. In this case, the linearized non-dimensional coefficient matrix is given by

$$A_0 = \begin{bmatrix} 0 & 1 & 0 \\ \bar{R}_0 T_0/\bar{a}_0^2 & 0 & \bar{R}_0 T_0/\bar{a}_0^2 \\ 0 & \bar{R}_0/\bar{c}_{\text{m}}_0 & 0 \end{bmatrix},$$

where $T_0$ is the temperature of the quiescent equilibrium state, $a_0 = \sqrt{\gamma R T_0}$ is the sound-speed of the quiescent equilibrium state and is used as a reference velocity in the dispersion analysis, the equilibrium gas constant and specific heat ratios are given by $\bar{R}_0 = \bar{c}_{p0} - \bar{c}_{\text{m}}_0 = R/(1 + \chi_0)$, $\bar{c}_{\text{m}}_0 = (c_v + \chi_0 c_m)/(1 + \chi_0)$, $\bar{c}_{p0} = (c_p + \chi_0 c_m)/(1 + \chi_0)$, and $\bar{T}_0 = \bar{c}_{p0}/\bar{c}_{\text{m}}_0$. The parameter $\chi_0$ is the loading ratio of the reference equilibrium state. The solution of the eigenvalue problem, with $\lambda = \omega/\xi$, provides the equilibrium dispersion relationship

$$-\lambda \left[ \lambda^2 - \bar{a}^2/\bar{a}_0^2 \right] = 0,$$

where $\bar{a} = \sqrt{\gamma_0 \bar{R}_0 T_0}$ is the mixture sound-speed. Determination of the roots of this polynomial gives the following non-dimensional equilibrium wave speeds

$$\lambda_1 = -\bar{a}/\bar{a}_0 = -\sqrt{\bar{a}_0/\gamma}, \quad \lambda_2 = 0, \quad \lambda_3 = \bar{a}/\bar{a}_0 = \sqrt{\bar{a}_0/\gamma}.$$  

(2.28)

In the equilibrium limit, the imaginary part of the wave-speed is zero, $\lambda_I = 0$, which corresponds to non-dissipative, coherent wave propagation.
Now consider the linearized equations in the non-equilibrium limit. The linearized and non-dimensionalized coefficient and source Jacobians are

$$A_0 = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ \frac{R T_0}{a_0^2} & 0 & \frac{R T_0}{a_0^2} & 0 & 0 & 0 \\ 0 & R/c_v & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$ (2.29)

and

$$Q_0 = \frac{t_0}{\tau_T} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -\frac{3}{2} \chi_0 \Pr & 0 & 0 & \frac{3}{2} \chi_0 \Pr & 0 \\ 0 & 0 & -\gamma \chi_0 & 0 & 0 & \gamma \chi_0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{3}{2} \Pr & 0 & 0 & -\frac{3}{2} \Pr & 0 \\ 0 & 0 & c_p/c_m & 0 & 0 & -c_p/c_m \end{bmatrix}$$, (2.30)

respectively. In the frozen limit, the characteristic time scales of the viscous drag and heat transfer terms, $\tau_v$ and $\tau_T$, are assumed to be large relative to the differences in velocity and temperature such that the source matrix $Q_0$ can be neglected. The dispersion relationship in the frozen limit is found by solving

$$\det(\lambda I - A_0) = -\lambda^4 \left[ \lambda^2 - 1 \right] = 0$$ (2.31)

where $\lambda = \omega/\xi$. Solution of this polynomial equation yields the non-dimensional frozen wave speeds

$$\lambda_1 = -1, \quad \lambda_{2,4,5,6} = 0, \quad \lambda_3 = 1.$$ (2.32)

As in the near-equilibrium limit, the wave-speeds in the frozen limit show non-dissipative, coherent wave propagation since $\lambda_f = 0$ for each wave, including the four convective waves (three associated with the particle phase) and two acoustic waves (associated with the gas phase). These are the same eigenvalues as found in the eigensystem analysis of the previous subsection with $u = 0$.

The dispersion relationship for the general non-equilibrium system can be determined by solving the eigenvalue problem for the characteristic wave-speeds, $\det(i \omega I - i \xi A_0 - Q_0) = 0$. The resulting dispersion relationship is

$$\lambda^2(\lambda^4 - ic_3 \lambda^3 - c_2 \lambda^2 + ic_1 \lambda + c_0) = 0$$ (2.33)
where \( \lambda = \omega / \xi \). The spatial frequency, \( \xi \), can be expressed as \( \xi = 2 \pi x_0 / L = a_0 t_0 / a_0 \tau = t_0 / \tau \), where \( t_0 \) is a reference time scale and \( L = a_0 \tau \) is the wavelength of the solution. The frozen and equilibrium limits are defined by high and low frequency solution limits (i.e., \( \tau \to 0 \) and \( \tau \to \infty \), respectively). The coefficients \( c_3, c_2, c_1, \) and \( c_0 \) are given by

\[
\begin{align*}
    c_3 &= \tilde{\tau}(1+\chi_0) \left( \frac{c_{p0}}{c_m} + \frac{3}{2} \text{Pr} \right), \\
    c_2 &= 1 + \tilde{\tau}^2 \left( \frac{3}{2} \text{Pr} \gamma (1+\chi_0) \frac{c_{p0}}{c_m} \right), \\
    c_1 &= \tilde{\tau} \left( \frac{3}{2} \text{Pr} + (1+\chi_0) \frac{c_{p0}}{c_m} \right), \\
    c_0 &= \tilde{\tau}^2 \left( \frac{3}{2} \text{Pr}(1+\chi_0) \frac{c_{p0}}{c_m} \right),
\end{align*}
\]

where \( \tilde{\tau} = \tau / \tau_T \) is a non-dimensional relaxation time-scale. In the general non-equilibrium case, the non-dimensional wave speeds, \( \lambda \), can have real and imaginary components, \( \lambda = \lambda_R + i \lambda_I \), characteristic of dispersive wave propagation. Analytic expressions for the non-dimensional wave speeds cannot be found; however, it is instructive to investigate the dispersion relationship for the non-equilibrium system by numerically calculating the waves speeds as a function of the solution frequency (as controlled by \( \tilde{\tau} \)). The coefficients of the non-equilibrium dispersion relationship are functions of various non-dimensional numbers: \( \text{Pr}, \chi_0, \gamma, \frac{c_{p0}}{c_m}, \) and \( \frac{c_{v0}}{c_m} \). The ratios of the equilibrium specific heat at constant pressure and volume with respect to the specific heat of the non-reacting particle, \( \frac{c_{p0}}{c_m} \) and \( \frac{c_{v0}}{c_m} \), are dependent on the gas-type, particle material, and the particle loading factor of the quiescent equilibrium state whereas the ratio of the gas-phase specific heats is dependent only on the gas. For the purpose of the current analysis, calorically perfect air, \( (\gamma, c_p) = (1.4, 1004.72 \text{ J/kg-K}) \) at a density and temperature of 1.0 kg/m\(^3\) and 300 K, respectively, and glass beads, \( c_m = 840 \text{ J/kg-K} \), were chosen to specify the physical properties of the gas and particle-phases. The effect of the frequency content of the linearized solution on the dispersive wave behaviour can now be investigated for various loading factors, \( \chi_0 \), and Prandtl numbers, \( \text{Pr} \).

Three loading factors were chosen for this analysis: \( \chi_0 = 0.1, 0.5, \) and 1. The particle volume fraction at the maximum loading factor is \( 4.2 \times 10^{-4} \) which corresponds to an equilibrium sound speed of 65% of the frozen sound speed. The assumptions of negligible particle volume fraction (dilute) and particle-particle collisions (disperse) begin to breakdown in the vicinity of this loading factor. The Prandtl number controls the relative equilibrium of the two phases between the momentum and heat transfer rates. A Prandtl number of unity indicates that momentum and heat transfer occur at similar rates. Small Prandtl numbers correspond to a system that will reach temperature equilibrium much quicker than that of momentum. Conversely, a large Prandtl number
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Figure 2.2: (a) Dispersion relationship and (b) attenuation rates for a Prandtl number of unity, \(Pr\), with various loading factors.

corresponds to a system that will reach momentum equilibrium much quicker than that of temperature. Therefore, the dispersion relationship is calculated for each of the loading factors listed above for Prandtl numbers of \(Pr = 1\), \(Pr = 10^{-3}\), and \(Pr = 10^3\) and are plotted in Figures 2.2(a), 2.3(a), and 2.3(b), respectively. The arrows indicate the direction of change from the frozen limit (high frequency solution content) to the equilibrium limit (low frequency solution content).

Due to the symmetry of the pair of acoustic modes in the imaginary axis, only one of the acoustic modes is shown in the dispersion relationship figures. As indicated previously in equation (2.32), four zero wave-speeds and two acoustic modes exist in the frozen limit. Two of the zero wave-speed modes remain undamped for all solution frequencies and are associated with convective transport of the gas and particle phase densities. The other two zero wave-speed modes are also convective modes associated with the transport of differences in the velocities and temperatures of the two phases. These two modes are undamped in the frozen limit but are highly attenuated in the equilibrium limit. This is confirmed by the equilibrium wave solution determined previously, equation (2.28), where the gas and solid phases achieve equal velocity and temperature. The attenuation rates for the two damped and acoustic modes as a function of the solution wavelength are plotted in Figure 2.2(b) for a Prandtl number of unity. This plot shows that the two purely damped modes quickly become highly damped as the wavelength increases (frequency decreases). The acoustic modes have finite damping for more intermediate solution frequencies and become undamped once again as the non-equilibrium frozen limit is reached. The zero damping of the acoustic modes in both the equilibrium and frozen limits is clearly depicted in Figure 2.2(b) for a Prandtl number of unity. It is seen in Figure 2.3(a) for a system nearly in temperature equilibrium...
that an intermediate temperature equilibrium value of the acoustic wavespeed (with finite damping) occurs before the system reaches full equilibrium. Similarly, as shown in Figure 2.3(b) for a system nearly in momentum equilibrium an intermediate momentum equilibrium value of the acoustic wavespeed (with finite damping) occurs before the system fully reaches equilibrium.

The preceding dispersion analysis provides a complete description of how the two-phase flow equations progress from a degenerate hyperbolic system in the frozen limit to a strictly hyperbolic system in the equilibrium limit. This more complete picture of the degenerate nature of the Eulerian description was particularly helpful in formulating the numerical approach described in the next Chapter. Note also the interleaving of the non-equilibrium acoustic wave speeds between the frozen and equilibrium limits. This ensures that the frozen acoustic wavespeeds are the maximum attainable wavespeed. Therefore, in spite of the existence of the degeneracy in the non-equilibrium limit, stable solutions of the two-phase flow equations using upwind numerical schemes are attainable.

### 2.3 Turbulence Modelling

The Reynolds number, $Re$, gives an indication of whether the fluid flow under consideration is dominated by viscous or inertial effects. Viscous forces dominate the fluid motion at low Reynolds numbers and the fluid flow is said to be laminar. At higher Reynolds numbers the interaction between the non-linear inertial and viscous terms leads to instability and the fluid flow becomes irregular. This irregular condition corresponds to turbulent flow in which the flow quantities can be closely approximated as random fluctuations about a mean flow. Turbulent motion can be
characterized by an intense local swirling or eddying motion. These turbulent eddies appear in a wide range of sizes, the largest of which carry the bulk of the turbulent energy. The large eddies are responsible for the increased mixing and stresses present in turbulent motion. The energy of a turbulent flow is cascaded from the largest eddies to the smallest eddies which, in turn, dissipate energy into heat through viscous interaction. Though the Navier-Stokes equations fully describe the turbulent motion of a fluid (the smallest turbulent eddy length-scale, the Kolmogorov scale, is still much greater than that of the mean-free path of the gas) it is not practical to directly perform numerical simulations of problems of engineering interest due to the computational resources required to resolve those smallest turbulent eddies. Therefore, a statistically-averaged form of the Navier-Stokes equations is solved for the mean flow quantities. The averaging procedures, and turbulence modelling in general, is thoroughly described in the textbook by Wilcox [211]. Nevertheless, for completeness a brief description is provided next.

In the averaging procedure for the Navier-Stokes equations, an instantaneous flow quantity, \( \phi(\vec{x}, t) \), can be expressed as the sum of mean, \( \overline{\phi}(\vec{x}, t) \), and fluctuating components, \( \phi'(\vec{x}, t) \), such that

\[
\phi(\vec{x}, t) = \overline{\phi}(\vec{x}, t) + \phi'(\vec{x}, t). \tag{2.34}
\]

The Reynolds-average, or time-average, of the state quantity is given by

\[
\overline{\phi}(\vec{x}, t) = \frac{1}{T} \int_{t}^{t+T} \phi(\vec{x}, \tau) d\tau, \tag{2.35}
\]

where the time-average of the fluctuating part is zero. The time-scale, \( T \), must be much greater than the time-scale of the turbulent fluctuations of the flow quantity but at the same time much less than the time-scale of any temporal variations of the mean flow quantities (i.e., there is a requirement for a separation between the scales of the turbulent fluctuations and mean flow variations). Reynolds-averaging the Navier-Stokes equations leads to a set of equations with correlations that must be closed via additional modelling. For example, the Reynolds average of the product of two quantities, \( \phi \) and \( \psi \), is \( \overline{\phi \psi} = \overline{\phi} \overline{\psi} + \overline{\phi' \psi'} \). The quantities \( \phi' \) and \( \psi' \) are said to be correlated if \( \overline{\phi' \psi'} \neq 0 \) and uncorrelated otherwise.

For the compressible Navier-Stokes equations, mass-averaging or Favre-averaging is introduced to provide a mathematical simplification of the Reynolds-averaged equations. Favre-averaging removes the density fluctuations from the averaged equations by performing a mass-average of velocity and temperature instead of a time-average. Here, these flow properties are decomposed as

\[
\phi(\vec{x}, t) = \overline{\phi}(\vec{x}, t) + \phi''(\vec{x}, t), \tag{2.36}
\]
where \( \bar{\phi}(\vec{x}, t) \) is the mass-averaged component and \( \phi''(\vec{x}, t) \) is the fluctuating part. The mass-average is defined by

\[
\bar{\rho}\bar{\phi}(\vec{x}, t) = \frac{1}{T} \int_{t-T}^{t+T} \rho\phi(\vec{x}, \tau) d\tau,
\]

where \( \bar{\rho} \) is the Reynolds-averaged density.

Favre-averaging of the equations governing the gas-particle flow equations is used herein and is presented in the next section. The statistical correlations that result from the averaging require a turbulence model to close the system of equations. The two equation \( k-\omega \) turbulence model \[211\] is used in this work and is also described in what follows. The values for the closure coefficients, turbulence boundary conditions, and the methods for determining the dimensionless wall distance are also outlined.

### 2.3.1 Favre-Averaged Gas-Particle Equations

Favre-averaging of the equations governing the motion of the dilute and disperse gas-particle flow is performed by density-averaging the gas-phase variables as is normally done for the compressible Navier-Stokes equations and concentration-averaging the particle-phase variables. Note that when applying this averaging procedure, the phase-interaction relaxation time-scales are assumed to be based solely on the mean flow quantities. For the sake of clarity, only a single particle-phase family is considered here. The result of this averaging procedure is

\[
\frac{\partial \bar{\rho}}{\partial t} + \nabla \cdot (\bar{\rho} \bar{\vec{v}}) = 0,
\]

\[
\frac{\partial \bar{E}}{\partial t} + \nabla \cdot \left[ \bar{\rho} \bar{\vec{v}} \bar{\vec{v}} + \bar{p} \bar{I} \right] = \nabla \cdot \left[ \bar{\rho} \bar{\vec{v}} \cdot (\vec{v} - \bar{\vec{v}}) \right] - \frac{\sigma_p}{\tau_v} (\bar{\vec{v}} - \bar{\vec{u}}) - \frac{1}{\tau_v} \sigma_p \bar{\vec{v}}{\vec{v}},
\]

\[
\frac{\partial \bar{\sigma}_p}{\partial t} + \nabla \cdot (\bar{\sigma}_p \bar{\vec{u}}) = 0,
\]

\[
\frac{\partial \bar{\epsilon}_p}{\partial t} + \nabla \cdot (\bar{\epsilon}_p \bar{\vec{u}}) = -\nabla \cdot \left( \frac{\epsilon_p}{\tau_v} \bar{\vec{v}} \bar{\vec{v}} \right) + \frac{\bar{\sigma}_p}{\tau_v} (\bar{\vec{v}} - \bar{\vec{u}}) + \frac{1}{\tau_v} \sigma_p \bar{\vec{v}}{\vec{v}},
\]

The Favre-averaged total gas-phase energy and particle-phase thermal energy are

\[
\bar{E} = \frac{\bar{p}}{(\gamma - 1)} + \frac{\bar{\rho}}{2} (\bar{\vec{v}} \cdot \bar{\vec{v}}) + \frac{1}{2} \rho \bar{\vec{v}}{\vec{v}}{\vec{v}},
\]

\[
\bar{\epsilon}_p = \bar{\sigma}_p \epsilon_m \bar{T}_p.
\]
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Ten different statistical correlations result from the averaging procedure. In order to obtain the mean-flow solution of the gas-particle flow equations, additional relations for these terms must be provided.

The statistical correlation that appears in the gas-phase total energy equation, equation (2.44), corresponds to the kinetic energy due to the gas-phase velocity fluctuations,

$$\rho k = \frac{1}{2} \rho \vec{v}' \cdot \vec{v}' .$$  \hspace{1cm} (2.46)

An equation for the turbulent kinetic energy can be derived by taking the Favre-average of the inner product of the fluctuating velocity and the gas-phase momentum equation,

$$\frac{\partial}{\partial t} (\rho k) + \vec{\nabla} \cdot (\rho \vec{v}' \vec{v}') = -\rho \vec{v}' \cdot \vec{v}' : \vec{\nabla} \vec{v}' - \rho \vec{v}' \cdot \vec{\nabla} (\vec{v}') + \vec{\nabla} \cdot \left[ \vec{v}' \cdot \vec{\nabla} \vec{v}' - \frac{1}{2} \rho \vec{v}' \cdot \vec{v}' - \rho' \vec{v}' \right] - \vec{\nabla} \cdot \vec{\nabla} p + \rho' \vec{\nabla} \cdot \vec{v}' - \left[ \frac{1}{r_v} (\vec{v}' - \vec{u}) \cdot \vec{v}' + \frac{1}{r_v} \sigma_p (\vec{v}' - \vec{u}) \cdot \vec{v}' + \frac{1}{r_v} \sigma_p \vec{v}' \cdot \vec{v}' \right] .$$  \hspace{1cm} (2.47)

This equation includes five additional statistical correlations that must be prescribed to achieve closure.

2.3.2 Turbulence Closure

Prescription of the fifteen statistical correlations produced by the Favre-averaged of the gas-particle flow equations are addressed in this section. In terms of the influence of the particles on the gas-phase turbulent flow, Peirano and Leckner discussed the classification of turbulent flow regimes for gas-particle flows and identified five mechanisms for turbulent modulation: (1) dissipation of turbulent kinetic energy by the particles, (2) increase of turbulent viscosity due to the presence of the particles, (3) shedding of vorticies behind the particles (turbulent production), (4) fluid moving with the particles as added fluid mass, and (5) enhancement of the velocity gradient between two particles [148]. Mechanisms (2) and (5) can be neglected for a dilute and disperse particle-phase. Particle diameters considered in this thesis are small ($d_p \sim 1 \mu m$) and, therefore, turbulent production mechanisms (3) and (4) can also be ignored. Due to the large relative mass of the particles the dissipation of turbulent kinetic energy by the particles may be important, however, this mechanism is also neglected in this study. Therefore, for all of the preceding reasons, the statistical correlations related to the phase-interaction terms are all neglected.

Since the phase-interaction statistical correlations can be neglected, the remaining correlations can be addressed separately with their own phase. In terms of the particle-phase, the stress tensor, $-\sigma_p \vec{w}' \cdot \vec{w}'$, and heat flux vector, $c_m \sigma_p \vec{w}' T_p'$, found in the Favre-averaged particle-phase momentum and energy equations, equations (2.42) and (2.43), represent the rate of momentum and heat
transfer due to fluctuations in the particle phase. Due to the high mass of the particles considered in this work, the random motions of these particles are assumed to be negligible. Therefore, these terms are also neglected.

The $k$-$\omega$ turbulence model of Wilcox [211] is employed to achieve closure of the gas-phase equations above. This requires the solution of two additional partial differential equations for the turbulent kinetic energy, $k$, and the specific dissipation rate, $\omega$. The $k$-$\omega$ turbulence model makes use of the Boussinesq approximation and relates the Reynolds stresses, the $-\rho \bar{v}' \bar{v}'$ correlation, to the strain rate via the dynamic turbulent eddy-viscosity, $\mu_T$, by

$$
\bar{\lambda} = -\rho \bar{v}' \bar{v}' = 2\mu_T \left( \nabla \bar{v} - \frac{1}{3} \nabla \cdot \bar{v} \hat{I} \right) - \frac{2}{3} \bar{\rho} k \hat{I},
$$

where the turbulent eddy-viscosity is given by the ratio of the turbulent kinetic energy and the specific dissipation rate, $\nu_T = \mu_T / \bar{\rho} = k / \omega$. Note that the last term is there for consistency and guarantees that the contraction of the Reynolds stress tensor is $-2\bar{\rho}k$ as should be expected.

In an analogous manner, the turbulent heat-flux correlation vector, $c_p \rho \bar{v}' T'$, is assumed to be proportional to the mean temperature gradient,

$$
\bar{q}_T = c_p \rho \bar{v}' T' = -\kappa_T \nabla \bar{T},
$$

where the turbulent thermal conductivity, $\kappa_T$, can be expressed via a Reynolds analogy in terms of the eddy-viscosity and a turbulent Prandtl number, $Pr_T$, as $\kappa_T = \mu_T c_p / Pr_T$. The turbulent Prandtl number is usually assumed to be constant, and $Pr_T = 0.9$ is typical for many turbulent flows.

The correlations $\bar{v}' \cdot \bar{v}'$ and $\bar{v}' \frac{1}{2} \rho \bar{v}' \cdot \bar{v}'$ found in the Favre-averaged gas-phase energy equation, equation (2.40), and the turbulent kinetic energy equation, equation (2.47), correspond to the molecular diffusion and turbulent transport of turbulent kinetic energy, respectively. An approximation typically used for these terms is

$$
\bar{v}' \cdot \bar{v}' - \bar{v}' \frac{1}{2} \rho \bar{v}' \cdot \bar{v}' = \left( \mu + \sigma_k \mu_T \right) \nabla \bar{k},
$$

where $\sigma_k$ is a closure coefficient that must be specified. The pressure diffusion, $\nabla \cdot (p' \bar{v}')$, pressure work, $\bar{v}' \cdot \nabla \bar{p}$, and pressure dilatation, $\bar{p}' \nabla \cdot \bar{v}'$, correlations are typically small and, therefore, are generally ignored [211].

The first term on the right-hand side of the turbulent kinetic energy equation, equation (2.47), corresponds to the production of turbulent kinetic energy,

$$
-\rho \bar{v}' \bar{v}' : \nabla \bar{v} = \bar{\lambda} : \nabla \bar{v}.
$$

(2.51)
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The second term defines the dissipation of turbulent kinetic energy. This correlation is given in terms of the specific dissipation rate as

\[ \bar{\nu} : \nabla \bar{v}'' = \beta_k \rho \omega k, \]  

(2.52)

where \( \beta_k \) is another closure coefficient.

A transport equation similar to the kinetic energy equation is postulated and used to describe the time evolution of the specific dissipation rate, \( \omega \):

\[ \frac{\partial}{\partial t}(\bar{\rho} \omega) + \nabla \cdot (\bar{\rho} \bar{v} \omega) = \bar{\nu} \cdot \left[ \frac{\omega}{k} \bar{\nabla} \bar{v} - \beta_k \rho \omega^2 + \bar{\nu} \cdot \left( \mu + \sigma \omega \mu T \right) \bar{\nabla} \omega \right] + \alpha \omega \lambda, \]  

(2.53)

where the terms on the right-hand side correspond to the production, dissipation, and the molecular diffusion and transport of the specific dissipation rate. Three more closure coefficients are required for this equation: \( \alpha, \beta_\omega, \) and \( \sigma_\omega. \)

All of the statistical correlations appearing in equations (2.38)–(2.43) and (2.47) have now been specified. The resulting system of equations includes eight total equations: three for the gas-phase, two for the gas-phase turbulence model, and three for the particle-phase. Along with the relations for the turbulent eddy-viscosity, turbulent thermal conductivity, and the equation of state, the Favre-averaged equations governing the dilute and disperse gas-particle flow are

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \bar{v}) = 0, \]  

(2.54)

\[ \frac{\partial}{\partial t}(\rho \bar{v}) + \nabla \cdot \left[ \rho \bar{v} \bar{v} + (p + \frac{2}{3} \rho k) \bar{I} \right] = \nabla \cdot \left[ \bar{v} \cdot \left( \frac{\omega}{k} \bar{\nabla} \bar{v} - \beta_k \rho \omega^2 + \bar{\nu} \cdot \left( \mu + \sigma \omega \mu T \right) \bar{\nabla} \omega \right] \right] - \frac{\sigma_p}{\tau_v} (\bar{v} - \bar{u}) \cdot \bar{u} + \frac{\sigma_{cp}}{T} (T - T_p), \]  

(2.55)

\[ \frac{\partial}{\partial t}(\rho \omega) + \nabla \cdot (\rho \bar{v} \omega) = \alpha \frac{\omega}{k} \bar{\nabla} \bar{v} - \beta_k \rho \omega^2 + \bar{\nu} \cdot \left[ \mu + \sigma k \mu T \right] \bar{\nabla} \omega \]  

(2.56)

\[ \frac{\partial}{\partial t}(\rho k) + \nabla \cdot (\rho \bar{v} k) = \bar{\nu} \cdot \left( \frac{\omega}{k} \bar{\nabla} \bar{v} - \beta_k \rho \omega^2 + \bar{\nu} \cdot \left[ \mu + \sigma k \mu T \right] \bar{\nabla} \omega \right] \]  

(2.57)

\[ \frac{\partial \sigma_p}{\partial t} + \nabla \cdot (\sigma_p \bar{u}) = 0, \]  

(2.58)

\[ \frac{\partial}{\partial t}(\sigma_p \bar{u}) + \nabla \cdot (\sigma_p \bar{u} \bar{u}) = \frac{\sigma_p}{\tau_v} (\bar{v} - \bar{u}), \]  

(2.59)

\[ \frac{\partial}{\partial t} \epsilon_p + \nabla \cdot (\bar{u} \epsilon_p) = \frac{\sigma_p}{\tau_v} (T - T_p). \]  

(2.60)

The symbols denoting the averaged quantities have been dropped for the sake of clarity and simplicity. Note that the stress tensor now includes contributions from the laminar and Reynolds stress tensors, \( \bar{\tau} = 2(\mu + \mu_T) \left( \nabla \bar{v} - \frac{1}{3} \nabla \cdot \bar{v} \bar{I} \right) \). The kinetic energy term in the Reynolds stress
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tensor, $\frac{1}{2} \rho k I$, has been included with the pressure in the convection term. This term behaves as an additional or “effective” pressure term and can be important when the turbulent kinetic energy is large. Similarly, the heat flux vector includes contributions from the laminar and turbulent heat flux vectors, $\vec{q} = -\left(\kappa + \kappa T\right)\vec{\nabla}T$. Values for the six closure coefficients ($Pr_T$, $\sigma_k$, $\beta_k$, $\alpha$, $\beta_\omega$, and $\sigma_\omega$) are discussed next.

2.3.3 Turbulence Model Closure Coefficients

The closure coefficients for the $k$-$\omega$ turbulence model used here are outlined in the textbook by Wilcox [211] and are given by

$$\alpha = 0.52, \quad \sigma_k = 0.5, \quad \sigma_\omega = 0.5, \quad \beta_k = \beta_k_0 f_k = 0.072f_k, \quad \text{and} \quad \beta_\omega = \beta_\omega_0 f_\omega = 0.09f_\omega. \quad (2.62)$$

The functions $f_k$ and $f_\omega$ were designed to improve the accuracy of the model for predicting free shear flows and wake-like flows away from solid boundaries. These functions are given by

$$f_k = \begin{cases} 
1, & \chi_k \leq 0 \\
\frac{1 + 680\chi_k^2}{1 + 400\chi_k^2}, & \chi_k > 0
\end{cases} \quad \text{where} \quad \chi_k = \frac{1}{\nu^3} \vec{\nabla}k \cdot \vec{\nabla}\omega, \quad (2.63)$$

$$f_\omega = \frac{1 + 70\chi_\omega}{1 + 80\chi_\omega}, \quad \text{where} \quad \chi_\omega = \frac{1}{(\beta_\omega_0 \omega)^3} \left| (\vec{\Omega} \otimes \vec{\Omega}) : \vec{S} \right|, \quad (2.64)$$

where $\vec{S}$ and $\vec{\Omega}$ are the mean strain rate and mean rotation tensors.

2.3.4 Boundary Conditions

The $k$ and $\omega$ transport equations can be integrated through the laminar sublayer right to the solid boundary, eliminating the need of low Reynolds number formulations [101], two-layer models [26, 161], or wall functions [27]. The no-slip condition at solid walls dictates that the turbulent kinetic must go to zero at the wall. Perturbation analysis of the equations in the laminar sublayer shows that

$$\lim_{y_w \to 0} \omega = \frac{6\nu}{\beta_\omega_0 y_w^2} \quad (2.65)$$

where $y_w$ is the distance to the solid wall [211]. This equation is used to specify the specific dissipation rate, $\omega$, for all non-dimensional wall distances, $y^+$, less than 2.5-5.

Standard wall functions can also be used for situations where the mesh refinement does not permit direct integration of the $k$ equation to the wall. In this case, the expressions

$$k = \frac{u_\tau^2}{\sqrt{\beta_k_0}}, \quad \omega = \frac{u_\tau}{\sqrt{\beta_k_0 \kappa y_w}}, \quad (2.66)$$
are used to fully specify \( k \) and \( \omega \) for \( y^+ \leq 30 - 250 \). The constant, \( \kappa = 0.41 \), is the von Kármán constant.

Application of adaptive mesh refinement to a coarse mesh may permit switching from using standard wall functions to direct integration where the resolution is available. Automated switching between boundary condition types can be accomplished by employing a smooth blending of the two approaches as described by Gao and Groth [55].

### 2.3.5 Calculation of \( y_w \) and \( y^+ \)

Application of the boundary conditions for the turbulent kinetic energy and the specific dissipation rate requires the calculation of the dimensionless distance to the wall, \( y^+ \). This distance is dependent on the dimensional distance, \( y_w \), the friction velocity at the wall, \( u_\tau \), and the viscosity as given by

\[
y^+ = \frac{u_\tau y_w}{\nu}.
\]

The friction velocity and dimensionless wall distance are determined by iterating on the empirical relations that match the boundary layer profile. Refer to Figure 2.4. The dimensionless velocity is defined as \( u^+ = u/u_\tau \) where \( u \) is the tangential velocity component to the wall. Next to the wall, the flow is dominated by the effects of viscosity and the dimensionless velocity profile varies linearly with dimensionless distance,

\[
u^+ = y^+.
\]

This layer is known as the viscous sublayer. The next layer is the log layer which is governed by the well known \textit{law of the wall} which is given by

\[
u^+ = \frac{1}{\kappa} \ln y^+ + C,
\]

where \( \kappa \approx 0.41 \) and \( C \approx 5 \). Beyond the log layer is the defect layer. Application of turbulent boundary conditions only require accurate predictions of \( y^+ \) within the sublayer and log layer.

The friction velocity and dimensionless distance are computed simultaneously. First, \( u_\tau \) is determined based on the viscous sublayer relation, equation (2.68), as given by \( u_\tau = \sqrt{\nu u/y_w} \) from which the first guess for the dimensionless distance to the wall can be found from equation (2.67). If this value of \( y^+ \) is less than the interface point between the sublayer and the log layer then the calculation of \( y^+ \) is complete. Otherwise, the law of the wall is iterated on using Newton’s method to find the correct \( u_\tau \) given \( u, \nu, y_w, \kappa, \) and \( C \). The function and its derivative for the iterative
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Figure 2.4: Turbulent boundary layer profile as specified by the viscous sublayer and log-layer relations.

The combustion of the solid propellant of the rocket motor occurs in a thin, high temperature layer between the solid propellant and the main flow cavity, known as the combustion interface. This layer is assumed to be small relative to the diameter of the rocket motor and large relative to the product of the propellant product velocities and chemical reaction relaxation times such that the finite-rate nature of the chemical reactions can be neglected and the injected gas-particle products...
can be assumed to be in chemical and dynamical equilibrium. This topologically complex surface evolves as the propellant burns and injects the hot combustion products into the rocket chamber. In general, the burning rate, \( r_{bs} \), of the propellant is dependent on the local gas pressure, convective gas flow across the grain, and rate of heat transfer through the propellant. However, in this work, the burning rate is assumed to be pressure dependent only and can be determined by the empirical St. Robert relation \([100]\) as given by

\[
\rho_{bs} v_{bs} = (1 - \alpha_s) \rho_s r_{bs} = (1 - \alpha_s) \rho_s \beta p_{bs}^n, \tag{2.71}
\]

where \( \rho_{bs}, v_{bs}, \) and \( p_{bs} \) are the density, speed, and pressure of the gas injected from the burning surface and \( \rho_s \) is the solid propellant density. The burning rate constants \( \beta \) and \( n \) are functions of the chemical composition of the solid and the adiabatic flame temperature, \( T_f \). The mass fraction of solid particles in the propellant is given by \( \alpha_s \). Note that it is assumed here that the particles are injected into the combustion chamber at the same speed as the gas-phase and at the adiabatic flame temperature.

Various models have been proposed to account for erosive \([94, 159, 63]\) and transient \([22, 183]\) burning effects. Erosive burning rates can be of the same order of magnitude as the pressure dependent burning rate, particularly away from the head end of the rocket motor where the combustion products are moving more rapidly and during the initial phase of a rocket firing when the port-to-throat area is small \([63]\). Incorporation of these effects is beyond the scope of the current research and is left for future consideration. Ignition transients are also neglected in this work.

At the burning surface, the turbulence boundary conditions discussed above must be modified to account for the mass injection. Wilcox proposed a correction to the law of the wall as well as the asymptotic limit of the specific dissipation rate at burning surfaces \([211]\). However, these were found to only be valid for weak non-dimensional injection rates of order one or less, \( v_{bs}^+ = v_{bs}/u_r \approx O(1) \). Non-dimensional mass injection rates for rocket motors are typically around 10, \( v_{bs}^+ \approx O(10) \). The modifications proposed by Wilcox were found to be unstable at those levels. Stevenson also devised a modified law of the wall for flows with mass injection at the wall \([181]\). Contrary to Wilcox’s work, Stevenson determined that constants \( \kappa \) and \( C \) are unaffected by injection rate. However, his work was also valid for only weak mass injection rates. Tseng and Yang \([194]\) and Cai et al. \([23]\) modified the eddy-viscosity length scale of the one-equation turbulence model of Wolfshtein \([212]\). The use of the Wolfshtein model allows for solutions in the near-wall or low Reynolds number regions without resorting to wall function formulations. Tseng and Yang and Cai et al. used the one-equation model of Wolfshtein in the near wall region and the standard \( k-\epsilon \) turbulence model is used away from the wall as is done in a two-layer approach \([26, 161]\). Sabnis et al. \([167]\) and Ciucci
and co-workers [28, 29] devised mass injection modifications to the damping functions of the low Reynolds number $k$-$\epsilon$ formulation [92, 101].

In the present work, the $k$ and $\omega$ equations are integrated directly to the burning surface where the kinetic energy and specific dissipation rate are specified by

$$k_{bs} = \sigma_v^2 \nu_{bs}, \quad \omega_{bs} = \sqrt{k_{bs}/l_{bs}}$$  \hspace{1cm} (2.72)

where $\sigma_v$ is a parameter characterizing the surface roughness and $l_{bs}$ is a length scale of the turbulence. These boundary values were used by Cai et al. [23] in the two-layer approach described above.
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FINITE-VOLUME SCHEME

In a finite-volume approach, the governing partial differential equations are solved in integral form over a domain discretized into computational cells and, therefore, naturally enforce both locally and globally conservation of the key solution quantities, such as mass, momentum, and energy in computational fluid dynamics applications. A brief introduction into finite-volume schemes is provided here. The textbooks by Hirsch [81], Laney [104], Toro [191], and Lomax et al. [115] offer detailed explanations of these schemes.

The weak-conservation or integral form of the two-dimensional axisymmetric multi-phase flow equations of Chapter 2 can be expressed as

\[
\frac{d}{dt} \int_{A(t)} U dA + \oint_{\partial A(t)} \left( \overrightarrow{F}(U) - \vec{w}U \right) \cdot \hat{n} d\ell = \oint_{\partial A(t)} \overrightarrow{G}(U, \vec{\nabla}U) \cdot \hat{n} d\ell + \int_{A(t)} S(U) dA,
\]

where \( U \) is the vector of conserved solution quantities, \( A \) is the area of the finite-volume, and \( d\ell \) and \( \hat{n} \) are the length and unit outward normal of the faces of the finite-volume. The flux dyads, \( \overrightarrow{F}(U) \) and \( \overrightarrow{G}(U, \vec{\nabla}U) \), represent fluxes of the solution quantities through the boundaries of the finite-volume of hyperbolic and elliptic nature, respectively. The vector \( S \) contains source terms such as the phase-interaction, turbulence production and dissipation, and axisymmetric geometry terms. If the area of the volume of interest varies with time, then the flux contribution due to motion of the cell interfaces must be accounted for, as given by the \( \vec{w}U \) term in the above equation where \( \vec{w} \) is the velocity of the cell interface.

Most finite-volume schemes involve three distinct stages: projection, flux evaluation, and time evolution. The projection stage involves the determination of the cell-averaged solution state, as given by

\[
\int_{A(t)} U dA = \bar{U} A.
\]

The use of cell-averaged data results in data that is discontinuous with that of neighbouring cells. Finite-volume schemes, therefore, naturally allow for discontinuities (e.g., shocks) in the flow-field. The second stage of a finite-volume scheme, flux evaluation, involves resolution of the discontinuities that arise from solution reconstruction at the quadrature points on the cell interfaces for the
calculation of the hyperbolic and elliptic fluxes. The final stage of a finite-volume scheme involves the evolution of the solution through the use of a numerical integration scheme.

Applying the projection step represented by equation (3.2) to the integral form of the conservation equations given by equation (3.1) yields the following system of semi-discrete ordinary differential equations:

\[
\frac{d}{dt}(UA) = -\sum_k \left[ \vec{F}_k - \vec{w}_k U_k - \vec{G}_k \right] \cdot \vec{n}_k \Delta \ell_k + S(U)A, \tag{3.3}
\]

where the contour integrals have been simplified to summations over the faces of the computational cell, \( \Delta \ell \) is the face length, and it has been assumed that \( \int_{A(t)} S(U) dA \approx S(U)A \). The time derivative can be expanded to give the following form for the semi-discrete ordinary differential equations:

\[
\frac{d\bar{U}}{dt} = \bar{U} A \sum_k \left[ \vec{F}_k - \vec{w}_k U_k - \vec{G}_k \right] \cdot \vec{n}_k \Delta \ell_k + \frac{S(U)}{A} \frac{dA}{dt} - \bar{U} \frac{dA}{dt}, \tag{3.4}
\]

The last term on the right-hand side of this equation corresponds to the rate of change of the cell area which can be approximated by the geometric conservation law, written in semi-discrete form, as

\[
\frac{dA}{dt} = \sum_k \vec{w}_k \cdot \vec{n}_k \Delta \ell_k. \tag{3.5}
\]

The geometric conservation law states that the change in cell area is equal to the area swept by the moving surfaces [190].

In order to integrate the preceding set of ordinary differential equations and construct a numerical solution the various terms appearing in equation (3.4) must be carefully evaluated. The remainder of this Chapter provides a description of the numerical methods used for flux evaluation, time evolution, mesh refinement, and parallel implementation. In the next section, the semi-discrete form of the two-dimensional axisymmetric turbulent multi-phase flow equations, equations (2.54) – (2.61), is presented in more detail. The explicit time-stepping schemes for unsteady and steady calculations are also given in this section. Evaluation of the hyperbolic and elliptic fluxes are then described for the gas-phase. Note that frozen flow conditions are assumed for the solution of the Riemann problem for the hyperbolic fluxes. In the frozen flow limit, the phase interaction terms vanish and the gas and particle-phases fully decouple. Therefore, separate Riemann problems and solutions can be formulated for the two phases. Evaluation of the particle-phase flux is discussed in Section 3.5. Specifically, the design and implementation of a multi-velocity formulation for the particle phase is outlined. The proposed approach provides a more consistent representation of the
dynamics of the particle phase discussed in the previous Chapter than that provided by current single-velocity formulations. The next section of this Chapter discusses the block-based adaptive mesh refinement (AMR) scheme that is used to automatically adapt the computational grid to the solution of the governing equations. AMR schemes are very effective in treating problems with disparate length scales while minimizing computational cost. In addition, the block-based data structure lends itself naturally to domain decomposition and thereby enables efficient and scalable implementation of the algorithm on distributed-memory multi-processor architectures. The parallel implementation is described in the last section. Various validation and demonstration numerical test cases are presented throughout the Chapter to show the capabilities of the numerical algorithm.

3.1 Semi-Discrete Form of the Governing Equations

In this work, the domain is discretized into quadrilateral cells which are contained in body-fitted structured blocks of $N_x \times N_y$ cells. Solution data associated with each block are stored in indexed array data structures. The finite-volume scheme of equation (3.4) applied to cell $(i,j)$ of the body-fitted quadrilateral mesh results in the following semi-discrete form of the equations:

\[
\frac{d\mathbf{U}}{dt}\bigg|_{ij} = -\frac{1}{A_{ij}} \sum_k \left[ \mathbf{F}_{ijk} - \mathbf{G}_{ijk} \mathbf{U}_{ijk} \mathbf{n}_{ijk}^k \Delta \ell_k - \mathbf{S}_{ij} + \mathbf{T}_{ij} + \mathbf{P}_{ij} + \left( \frac{\mathbf{U}}{A} \frac{dA}{dt} \right) \right]_{ij},
\]

where $A_{ij}$ is the area of cell $(i,j)$, $\Delta \ell_k$ is the length of the cell face $k$, and $\mathbf{n}_k$ is the unit vector normal to the cell face $k$. The vector $\mathbf{U}$ represents the cell-averaged conserved variable solution vector given by

\[
\mathbf{U} = \left[ \rho, \rho v_r, \rho v_z, E, \rho k, \rho \omega, \sigma_p, \sigma_p u_r, \sigma_p u_z, \epsilon_p \right]^T,
\]

where $v_r$ and $v_z$ are the radial and axial components of the gas velocity $\vec{v}$, $u_r$ and $u_z$ are the radial and axial components of the particle velocity $\vec{u}$. The cell-averaged primitive variable solution vector is given by

\[
\mathbf{V} = \left[ \rho, v_r, v_z, p, k, \omega, \sigma_p, u_r, u_z, T_p \right]^T.
\]

The dyadic quantities $\mathbf{F} = [\mathbf{F}_r, \mathbf{F}_z]$ and $\mathbf{G} = [\mathbf{G}_r, \mathbf{G}_z]$ are the hyperbolic and elliptic flux dyads having vector components in the radial and axial directions given by

\[
\mathbf{F}_r = \left[ \rho v_r, \rho v_r^2 + p + \frac{2}{3} \rho k, \rho v_r v_z, v_r (E + p + \frac{2}{3} \rho k), \rho v_r k, \rho v_r \omega, \sigma_p u_r, \sigma_p u_r^2, \sigma_p u_r u_z, u_r \epsilon_p \right]^T,
\]

\[
\mathbf{G}_r = \left[ \rho v_z, \rho v_z^2 + \frac{2}{3} \rho k, \rho v_r v_z, v_r (E + p + \frac{2}{3} \rho k), \rho v_z k, \rho v_z \omega, \sigma_p u_z, \sigma_p u_z^2, \sigma_p u_z u_r, u_z \epsilon_p \right]^T.
\]
\( F_z = \left[ \rho v_z, \rho v_r v_z, \rho v_z^2 + p + \frac{2}{3} \rho k, v_z (E + p + \frac{2}{3} \rho k) \right]^T, \) (3.10)

\[ G_r = \begin{bmatrix} 0, \tau_{rr}, \tau_{rz}, v_r \tau_{rr} + v_z \tau_{rz} - q_r + (\mu + \sigma_k \mu_T) \frac{\partial k}{\partial r}, \\ (\mu + \sigma_k \mu_T) \frac{\partial k}{\partial r}, (\mu + \sigma_v \mu_T) \frac{\partial \omega}{\partial r}, 0, 0, 0 \end{bmatrix}^T, \] (3.11)

\[ G_z = \begin{bmatrix} 0, \tau_{rz}, \tau_{zz}, v_r \tau_{rz} + v_z \tau_{zz} - q_z + (\mu + \sigma_k \mu_T) \frac{\partial k}{\partial z}, \\ (\mu + \sigma_k \mu_T) \frac{\partial k}{\partial z}, (\mu + \sigma_v \mu_T) \frac{\partial \omega}{\partial z}, 0, 0, 0 \end{bmatrix}^T. \] (3.12)

The axisymmetric components of the combined laminar and Reynolds stress tensor are

\[ \tau_{rr} = 2(\mu + \mu_T) \left( \frac{\partial u}{\partial r} - \frac{1}{3} \nabla \cdot \vec{v} \right), \quad \tau_{rz} = (\mu + \mu_T) \left( \frac{\partial u}{\partial z} + \frac{\partial v}{\partial r} \right), \]

\[ \tau_{zz} = 2(\mu + \mu_T) \left( \frac{\partial v}{\partial z} - \frac{1}{3} \nabla \cdot \vec{v} \right), \quad \tau_{\theta \theta} = 2(\mu + \mu_T) \left( \frac{u}{r} - \frac{1}{3} \nabla \cdot \vec{v} \right). \]

The combined laminar and turbulent heat flux vector is given by

\[ \vec{q} = - (\kappa + \kappa_T) \left( \frac{\partial T}{\partial r}, \frac{\partial T}{\partial z} \right). \]

The quantities \( S, T, \) and \( P \) are source vectors. The vector, \( S = (S_{hyp} - \vec{w} U - S_{ell}) / r, \) represents sources due to the axisymmetric flow geometry and can be written as

\[ S_{hyp} = \left[ \rho v_r, \rho v_r^2, \rho v_r v_z, v_r (E + p + \frac{2}{3} \rho k), \rho v_r^2 k, \rho v_r \omega, \sigma_p u_r, \sigma_p u_r^2, \sigma_p u_r u_z, u_r E_p \right]^T, \] (3.13)

\[ S_{ell} = \begin{bmatrix} 0, \tau_{rr} - \tau_{\theta \theta}, \tau_{rz}, -q_r + v_r \tau_{rr} + v_z \tau_{rz} + (\mu + \sigma_k \mu_T) \frac{\partial k}{\partial r}, \\ (\mu + \sigma_k \mu_T) \frac{\partial k}{\partial r}, (\mu + \sigma_v \mu_T) \frac{\partial \omega}{\partial r}, 0, 0, 0 \end{bmatrix}^T. \] (3.14)

The vector \( T \) contains the turbulent source terms and is given by

\[ T = \begin{bmatrix} 0, 0, 0, 0, \vec{\lambda} : \nabla \vec{v} - \beta_k \rho \omega k, \alpha \omega k (\vec{\lambda} : \nabla \vec{v}) - \beta_\omega \rho \omega^2, 0, 0, 0 \end{bmatrix}^T. \] (3.15)

Turbulence closure is discussed in a subsequent section. Finally, the vector, \( P, \) contains the gas-particle interaction source terms and has the form

\[ P = \begin{bmatrix} 0, -\frac{c_p}{\tau_v} (v_r - u_r), -\frac{c_p}{\tau_v} (v_z - u_z), -\frac{c_p}{\tau_v} (\vec{v} - \vec{u}) \cdot \vec{u} - \frac{c_p c_p}{\tau_T} (T - T_p), 0, 0, \\ 0, \frac{c_p}{\tau_v} (v_r - u_r), \frac{c_p}{\tau_v} (v_z - u_z), \frac{c_p c_p}{\tau_T} (T - T_p) \end{bmatrix}^T. \] (3.16)
3.2 Explicit Temporal Discretization Methods

The semi-discrete form of the governing two-phase flow equations of equation (3.6) can be rewritten in a more compact form as

\[ \frac{d\tilde{U}}{dt} = R(\tilde{U}), \]  

(3.17)

where \( R(\tilde{U}) \) is the residual defined by the right-hand side of equation (3.6). For time-accurate calculations, this set of ordinary differential equations is integrated using a predictor-corrector or fourth-order Runge-Kutta time-marching method. MacCormack’s predictor-corrector method is used for second-order time-marching and is given by

\[
\tilde{U}_{n+1} = U_n + \Delta t \dot{U}_n', \\
\tilde{U}_{n+1} = U_n + \frac{1}{2} \Delta t (\dot{U}_n + \tilde{U}_{n+1}'),
\]

(3.18)

where the integration is from time level \( n \) to time level \( n+1 \). The standard fourth-order Runge-Kutta time-marching method is given by

\[
\hat{U}_{n+1/2} = U_n + \frac{1}{2} \Delta t \tilde{U}_n', \\
\tilde{U}_{n+1/2} = U_n + \frac{1}{2} \Delta t \tilde{U}_{n+1/2}', \\
\tilde{U}_{n+1} = U_n + \Delta t \tilde{U}_{n+1}', \\
U_{n+1} = U_n + \frac{1}{6} \Delta t \left[ \dot{U}_n' + 2\dot{U}_{n+1/2}' + 2\tilde{U}_{n+1/2}' + \tilde{U}_{n+1}' \right].
\]

(3.19)

The textbook by Lomax et al. [115] contains a detailed description and analysis of these and many other time-marching methods.

Time-marching methods can also be adopted for steady calculations. Here, the system of equations is marched until the transient part of the solution is removed and

\[ R(\tilde{U}) = 0. \]  

(3.20)

For steady-state calculations, the explicit optimally-smoothing multi-stage scheme developed by van Leer et al. [203] is adopted. This scheme was designed to provide optimal damping of the high frequency content of the solution when using an upwind scheme for the one-dimensional linear convection equation. The \( M \) stage time-marching scheme is given by

\[
\tilde{U}_0 = U_n, \\
\tilde{U}_k = \tilde{U}_0 + \alpha_m \Delta t R(\tilde{U}_{k-1}), \quad \text{for } k = 1 \ldots M, \\
\tilde{U}_{n+1} = \tilde{U}_M,
\]

(3.21)
where the coefficients for schemes with 2-6 stages are given in Table 3.1. Multi-dimensional optimally smoothing schemes for the Euler and Navier-Stokes equations have been investigated by van Leer and his co-workers [117, 95], but no attempt was made to incorporate these modifications and possible improvements here.

A parallel multigrid method was used for convergence acceleration for steady-state calculations. A description of the multigrid method as used in this work can be found in Ref. [112] and a brief overview is provided in Appendix E. Both V and W multigrid cycles have been implemented and a full-multigrid cycle can be used for start-up purposes. Coarse grid cells are generated by agglomerating four fine grid quadrilateral cells into one cell. The use of the multigrid method with the explicit optimally-smoothing multi-stage temporal discretization scheme discussed above as the smoother has been shown to be very effective at improving the convergence rate of steady-state calculations [116, 112].

An estimate of the maximum allowable time-step is provided by

$$
\Delta t = \min \left[ \beta \min \left( \frac{A}{(|\vec{u} - \vec{w}| + c + |\vec{w}|)\Delta \ell_k}; \frac{2A}{(\Delta \ell)^2 \max(\nu, \nu_T)} \right), \beta \frac{A}{(|\vec{u} - \vec{w}| + |\vec{w}|)\Delta \ell_k}; \beta \min \left( \tau_T, \tau_u \right) \right],
$$

(3.22)

where the index, $k$, refers to the faces of the cell. The first two conditions correspond to the stability criterion for the hyperbolic and elliptic terms of the gas-phase equations. The third is the stability criterion for the hyperbolic particle-phase term. The CFL-number, $\beta$, is used to ensure stability of the time-stepping scheme. The final criterion restricts the time-step to be a multiple of the minimum particle-relaxation time-scale. Note that the time-step restrictions associated with the hyperbolic flux account for the motion of the cell interfaces. This restriction is required to ensure
that an entire cell may not be overtaken during a single step. In addition, an augmented sound speed, \( c \), is used to account for the turbulent kinetic energy, \( c = \sqrt{a^2 + \frac{2}{3}\gamma k} \) (refer to Section 3.3.2).

### 3.3 Gas-Phase Hyperbolic Flux Evaluation

In this work, the hyperbolic flux, which includes the gas-phase inviscid flux, the particle-phase flux, and the transport due to the moving boundary, is determined using a high-order Godunov scheme. The methods used for evaluating the gas-phase inviscid flux are discussed in this section. Particle phase flux evaluation is discussed in section 3.5. Upwind finite-volume schemes for the inviscid gasdynamic equations were originally introduced by Godunov in 1959 [59]. The inspiration of Godunov’s initial scheme was to introduce physical properties of the governing equations into the numerical discretization to prevent the growth of unwanted oscillations of the numerical solution in the neighbourhood of discontinuities (the monotonicity of the solution is preserved). For hyperbolic equations, such as the Euler equations of compressible gasdynamics, this involved the propagation of solution content along characteristic lines. To accomplish this, a coupled space-time finite-volume discretization procedure was derived in which piece-wise constant solution states are stored in the finite-volumes of the computational domain at each instance in time, permitting the existence of discontinuous solutions. The numerical fluxes at a cell interface can be found by sampling the wave structure resulting from the exact solution of the local Riemann problem (an initial value problem involving two discontinuous constant states) which allows the time evolution of the solution, producing a first-order accurate numerical scheme. In his paper, Godunov showed that to preserve monotonicity an advection scheme with constant coefficients is limited to first-order accuracy – simple application of piece-wise linear reconstruction of the solution states that provide a more accurate interface state for the solution of the Riemann problem can generate oscillations in the neighbourhood of discontinuities through the creation of new extrema. The success of Godunov’s initial work led to three main areas of research to improve the algorithm: extension to high-resolution schemes (i.e., higher than first-order accurate schemes) and more efficient solutions to the Riemann problem, as well as the extension to multi-dimensional flows. A brief description of higher-order schemes and approximate Riemann solvers follows. Refer to the textbooks by Hirsch [81], Laney [104], and Toro [191] for a more comprehensive review of these schemes.

#### 3.3.1 Least Squares Gradient Reconstruction

In Godunov’s initial scheme, the piecewise constant cell-centred data of the neighbouring cells were chosen as the left and right states for the solution of the Riemann problem at the interface between
the cells. For a one-dimensional problem, the left and right states for interface $i+1/2$ are

$$
U_L = \bar{U}_i, \\
U_R = \bar{U}_{i+1}.
$$

(3.23)

This scheme results in a first-order accurate spatial discretization. However, first-order accurate solutions are impractical for engineering purposes and led researchers to determine methods for permitting more accurate solutions. Through a series of papers from 1973–1979, van Leer introduced a second-order scheme that preserves monotonicity when coupled with higher-order reconstruction [198, 199, 200, 201, 202]. This method, known as Monotone Upstream Scheme for Conservation Laws or MUSCL, makes use of slope limiters (see the papers by Sweby [189] and Munz [125]) to constrain the state reconstruction in the vicinity of discontinuities such that the scheme reduces to first order-accuracy and, therefore, is monotonicity preserving. Here, the left and right states for interface $i+1/2$ are

$$
U_L = \bar{U}_i + \phi_i \frac{\partial U}{\partial x}\bigg|_{i+1/2} (x_{i+1/2} - x_i), \\
U_R = \bar{U}_{i+1} + \phi_{i+1} \frac{\partial U}{\partial x}\bigg|_{i+1/2} (x_{i+1/2} - x_{i+1})
$$

(3.24)

where $\phi$ is the slope limiter which is calculated for each variable of every cell, $(i, j)$. A centred-difference is typically used as an estimate for the gradient of the state variables. The MUSCL scheme was extended to allow for piecewise parabolic reconstruction via the Piecewise Parabolic Method (PPM) of Colella and Woodward [33]. An observation by Lax that the total variation of a solution to a scalar conservation law does not increase in time [111] led to the development of similar methods known as Total Variation Diminishing (TVD) high resolution schemes [73, 74, 163]. Another high-resolution method known as Essentially Non-Oscillatory (ENO) schemes [75, 176, 177] is based on the selection of a stencil based on the smoothest interpolants and represents a generalization of the MUSCL and PPM schemes. Of these high resolution schemes, only the ENO schemes truly applies to multi-dimensions, although they can be difficult and/or computationally expensive to implement.

MUSCL type schemes were extended to multi-dimensions by Barth and his co-workers [11, 10, 9] by using a $k$-exact least-squares error minimization technique to construct solution gradients of order $k+1$. In two-dimensions, linear ($k = 1$) reconstruction of the left and right states for interface $(i+1/2, j)$, for example, are given by

$$
U_L = U_{ij} + \phi_{ij} \left[ \frac{\partial U}{\partial x}\bigg|_{i+1/2,j} (x_{i+1/2,j} - x_{ij}) + \frac{\partial U}{\partial y}\bigg|_{i+1/2,j} (y_{i+1/2,j} - y_{ij}) \right], \\
U_R = U_{i+1,j} + \phi_{i+1,j} \left[ \frac{\partial U}{\partial x}\bigg|_{i+1/2,j} (x_{i+1/2,j} - x_{i+1,j}) + \frac{\partial U}{\partial y}\bigg|_{i+1/2,j} (y_{i+1/2,j} - y_{i+1,j}) \right].
$$

(3.25)
3.3 Gas-Phase Hyperbolic Flux Evaluation

In this work, the reconstruction procedure has been implemented in terms of the primitive solution variables, \( \mathbf{V} \), in order to provide better control of solution monotonicity and positivity. In this case, the reconstruction is given by

\[
\begin{align*}
\mathbf{V}_L &= \mathbf{V}_{ij} + \phi_{ij} \left[ \frac{\partial \mathbf{V}}{\partial x} \right]_{ij} \left( x_{i+\frac{1}{2},j} - x_{ij} \right) + \phi_{ij} \left[ \frac{\partial \mathbf{V}}{\partial y} \right]_{ij} \left( y_{i+\frac{1}{2},j} - y_{ij} \right), \\
\mathbf{V}_R &= \mathbf{V}_{i+1,j} + \phi_{i+1,j} \left[ \frac{\partial \mathbf{V}}{\partial x} \right]_{i+1,j} \left( x_{i+\frac{1}{2},j} - x_{i+1,j} \right) + \phi_{i+1,j} \left[ \frac{\partial \mathbf{V}}{\partial y} \right]_{i+1,j} \left( y_{i+\frac{1}{2},j} - y_{i+1,j} \right). 
\end{align*}
\]

(3.26)

For linear least-squares reconstruction, the gradients can be found from the following system of equations

\[
\begin{bmatrix}
\sum_{pq} (\hat{x}_{pq})^2 \\
\sum_{pq} \hat{x}_{pq} \hat{y}_{pq} \\
\sum_{pq} \hat{y}_{pq}
\end{bmatrix} \begin{bmatrix}
\frac{\partial \mathbf{V}}{\partial x} \\
\frac{\partial \mathbf{V}}{\partial y}
\end{bmatrix}_{ij} = \begin{bmatrix}
\sum_{pq} \hat{x}_{pq} (\mathbf{V}_{pq} - \mathbf{V}_{ij}) \\
\sum_{pq} \hat{y}_{pq} (\mathbf{V}_{pq} - \mathbf{V}_{ij})
\end{bmatrix},
\]

where the reconstruction stencil is given by \( p \in [i - 1, i + 1] \) and \( q \in [j - 1, j + 1] \). Note that at boundary cells the reconstruction stencil can be reduced (one-sided). However, in this work the full reconstruction stencil is used where ghost cells are used and contain boundary condition information. The solution of this system of equations is given by

\[
\begin{align*}
\frac{\partial \mathbf{V}}{\partial x} \bigg|_{ij} &= \frac{\sum_{pq} \hat{x}_{pq} (\mathbf{V}_{pq} - \mathbf{V}_{ij}) \sum_{pq} (\hat{y}_{pq})^2 - \sum_{pq} \hat{y}_{pq} (\mathbf{V}_{pq} - \mathbf{V}_{ij}) \sum_{pq} \hat{x}_{pq} \hat{y}_{pq}}{\left( \sum_{pq} (\hat{x}_{pq})^2 \sum_{pq} (\hat{y}_{pq})^2 - \left( \sum_{pq} \hat{x}_{pq} \hat{y}_{pq} \right)^2 \right)},
\end{align*}
\]

(3.27)

\[
\begin{align*}
\frac{\partial \mathbf{V}}{\partial y} \bigg|_{ij} &= \frac{\sum_{pq} \hat{y}_{pq} (\mathbf{V}_{pq} - \mathbf{V}_{ij}) \sum_{pq} (\hat{x}_{pq})^2 - \sum_{pq} \hat{x}_{pq} (\mathbf{V}_{pq} - \mathbf{V}_{ij}) \sum_{pq} \hat{x}_{pq} \hat{y}_{pq}}{\left( \sum_{pq} (\hat{x}_{pq})^2 \sum_{pq} (\hat{y}_{pq})^2 - \left( \sum_{pq} \hat{x}_{pq} \hat{y}_{pq} \right)^2 \right)},
\end{align*}
\]

(3.28)

where the geometric coefficients for linear reconstruction are given by \( \hat{x}_{pq} = x_{pq} - x_{ij} \) and \( \hat{y}_{pq} = y_{pq} - y_{ij} \).

Barth and Jespersen [11] developed a multi-dimensional slope limiter to maintain the monotonicity of the numerical scheme. The slope limiter at cell \((i, j)\) is determined for each of the primitive state variables, \( v_n \), by computing

\[
\phi = \begin{cases} 
\min \left( 1, \frac{v_{\text{max}} - v_n}{v_k - v_n} \right), & \text{if } v_k - v_n > 0, \\
\min \left( 1, \frac{v_{\text{min}} - v_n}{v_k - v_n} \right), & \text{if } v_k - v_n < 0, \\
1, & \text{if } v_k - v_n = 0,
\end{cases}
\]

(3.29)
at each face of the computational cell and selecting the minimum of those values, where \( v_k \) is the reconstructed variable on face \( f \) and \( v_{\text{max}} \) and \( v_{\text{min}} \) are chosen by

\[
\begin{align*}
  v_{\text{max}} &= \max(v_n, v_{\text{neighbours}}), \\
  v_{\text{min}} &= \min(v_n, v_{\text{neighbours}}),
\end{align*}
\]

where \( v_{\text{neighbours}} \) are the primitive variables of the neighbouring cells. The discontinuous nature of this limiter may stall steady-state convergence of the scheme by incorrectly limiting the solution in smooth areas of the flow due to random noise. This effect, known as limiter cycling, can be reduced by freezing the limiter after the residual has dropped to a predefined level. Venkatakrishnan modified this limiter to improve the convergence characteristics for steady-state calculations [205].

The limiter is computed in a similar fashion except that equation (3.29) is replaced with

\[
\phi = \begin{cases} 
\Phi\left(\frac{v_{\text{max}} - v_n}{v_k - v_n}\right), & \text{if } v_k - v_n > 0, \\
\Phi\left(\frac{v_{\text{min}} - v_n}{v_k - v_n}\right), & \text{if } v_k - v_n < 0, \\
1, & \text{if } v_k - v_n = 0,
\end{cases}
\]

where \( \Phi \) is a smooth function given by

\[
\Phi(y) = \frac{y^2 + 2y}{y^2 + y + 2}.
\]

However, the use of this limiter does not guarantee the elimination of limiter cycling. Limiter cycling can be alleviated by modifying this limiter so as to make it not strictly monotone, allowing for oscillations below a specified threshold to exist [205]. However, this modification is not used here.

### 3.3.2 Approximate Riemann Solutions

Given the left and right solution state vectors, \( \mathbf{U}_l \) and \( \mathbf{U}_r \), and velocity \( \vec{w} \) of the cell interface, the numerical flux is determined by

\[
(\vec{F} - \vec{wU}) \cdot \hat{n} = \mathcal{F}(\mathbf{U}_l, \mathbf{U}_r, \vec{w}, \hat{n}),
\]

where \( \mathcal{F} \) is evaluated by solving a Riemann problem in a direction defined by the normal to the face, \( \hat{n} \). The exact solution to the Riemann problem for the Euler equations requires an iterative procedure and, therefore, was thought to be computationally expensive since the Riemann problem must be solved at each cell interface at every time integration step. This led researchers to develop approximate, non-iterative, solutions to the Riemann problem that give a sufficiently accurate
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representation of the wave structure. Various approximate Riemann solvers have been proposed. Roe’s approximate Riemann Solver is based on a local linearization of the flow equations from which the numerical flux can be constructed from the resulting eigenstructure [162, 164]. Osher developed an approximate Riemann solver by replacing the shock waves with compression waves and then integrating over the wave structure in phase-space [141, 137]. This scheme produces a smooth (differentiable) numerical flux. These methods provide an accurate representation of the wave structure. Harten, Lax, and Van Leer simplified the wave structure to two discontinuous waves allowing for simple construction of the numerical flux based on two jump conditions and has been termed the HLL class of approximate Riemann solvers [76]. Einfeldt improved the choice of wave-speed estimates for the HLL Riemann solver by including the wave-speeds produced by Roe’s local linearization and is commonly referred to as the HLLE Riemann solver [46]. The HLL style of approximate Riemann solver has been extended to include a contact wave for the Euler equations by Toro et al.’s HLLC Riemann solver [192] and more recently for an arbitrary hyperbolic system by Linde’s HLLL Riemann solver [113]. It has also been shown, however, by Gottlieb and Groth that the efficiency of the exact solution to the Riemann problem can be significantly improved by using an initial estimate based on the isentropic solution and by a judicious choice of the iteration variable [60]. In fact, for the Euler equations, the computational costs of the exact solver can be similar to those of the approximate solvers. The main advantages of the approximate approaches would then be their more ready generalization to other systems of equations.

Here, the gas-phase Riemann solutions must account for the flux contribution by the turbulent kinetic energy as well as moving boundary transport terms. Though the turbulent kinetic energy term results from the Reynolds stress tensor, it is a convective term and must solved in an upwind manner to avoid unstable solutions [204, 178, 57]. The extension of Roe and HLLE approximate Riemann solvers for the present gas-phase system of equations are presented next.

Roe’s Approximate Riemann Solver

Roe’s approximate Riemann solver is based on a local linearization of the flow equations. The linearization of the Riemann problem approximates all waves by discontinuous jumps. The linearized form of the one-dimensional compressible Euler equations is given by

\[
\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}}{\partial x} = \frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}}{\partial \mathbf{U}} \frac{\partial \mathbf{U}}{\partial x} \approx \frac{\partial \mathbf{U}}{\partial t} + \hat{\mathbf{A}}(\hat{\mathbf{U}}) \frac{\partial \mathbf{U}}{\partial x} = 0,
\]

where \( \hat{\mathbf{A}}(\hat{\mathbf{U}}) \) is the “linearized” flux Jacobian computed at a reference state, \( \hat{\mathbf{U}} \), which is deemed to be a function of the left and right solution states of the Riemann problem, \( \mathbf{U}_L \) and \( \mathbf{U}_R \). Since the approximate flux Jacobian contains constant coefficients, this represents a linearized hyperbolic
system of equations for which an analytic solution is available for the intercell flux,

\[
F_{i+\frac{1}{2}} = \frac{1}{2}(F_L + F_R) - \frac{1}{2} \sum_{i=1}^{m} \alpha_i |\lambda_i| \hat{K}^{(i)},
\]

where \( m \) is the number of conservation laws in the system of equations under consideration (\( m = 4 \) for the two-dimensional Euler equations). The goal now is to determine an appropriate reference state, \( \hat{U} \), from which the eigenvalues, \( \hat{\lambda} \), eigenvectors, \( \hat{K} \), and wave-strengths, \( \hat{\alpha} \), of the approximate flux Jacobian, \( \hat{A}(\hat{U}) \), can be constructed. This reference state was designed such that the approximate flux Jacobian, \( \hat{A} \), satisfies three conditions: (A) it must be strictly hyperbolic, (B) it must be consistent with the exact flux Jacobian, \( \hat{A}(\hat{U}(U, U)) = A(U) \), and (C) it must ensure conservation across discontinuities, \( \hat{F}(U_R) - \hat{F}(U_L) = \hat{A}(U_R - U_L) \) \[162\]. The appropriate reference state for the gas-phase equations presented in Section 3.1 is determined from the following relations,

\[
\begin{align*}
\hat{\rho} &= \sqrt{\rho_L \rho_R}, \\
\hat{v}_x &= \frac{\rho_L v_{xL} + \rho_R v_{xR}}{\rho_L + \rho_R}, \\
\hat{v}_y &= \frac{\rho_L v_{yL} + \rho_R v_{yR}}{\rho_L + \rho_R}, \\
\hat{h} &= \frac{\rho_L h_L + \rho_R h_R}{\rho_L + \rho_R}, \\
\hat{k} &= \frac{\rho_L k_L + \rho_R k_R}{\rho_L + \rho_R}, \\
\hat{\omega} &= \frac{\rho_L \omega_L + \rho_R \omega_R}{\rho_L + \rho_R},
\end{align*}
\]

where the reference sound-speed and pressure are calculated from \( \hat{\alpha} = (\gamma - 1)(\hat{h} - \frac{1}{2} \hat{v} \cdot \hat{v} - \hat{k}) \) and \( \hat{\rho} = \gamma \hat{\alpha} / \hat{\rho} \). There are six eigenvalues for the turbulent gas-phase equations. They are

\[
\begin{align*}
\hat{\lambda}_1 &= \hat{v}_x - w_x - \hat{c}, \\
\hat{\lambda}_{2,3} &= \hat{v}_x - w_x, \\
\hat{\lambda}_4 &= \hat{v}_x - w_x + \hat{c}, \\
\hat{\lambda}_{5,6} &= \hat{v}_x - w_x,
\end{align*}
\]

for the \( x \)-component flux Jacobian where \( c \) is a modified sound speed given by \( c = \sqrt{a^2 + \frac{2}{3} \gamma k} \).

The corresponding conserved variable right eigenvectors are

\[
\hat{K} = \begin{bmatrix}
1 & 1 & 0 & 1 & 0 & 0 \\
\hat{v}_x - \hat{c} & \hat{v}_x & 0 & \hat{v}_x + \hat{c} & 0 & 0 \\
\hat{v}_y & \hat{v}_y & \hat{\rho} & \hat{\rho} & \hat{v}_y & 0 \\
\hat{h} - \hat{c} \hat{v}_x & \frac{1}{2} (\hat{v}_x^2 + \hat{v}_y^2) & \hat{\rho} \hat{v}_y & \hat{h} + \hat{c} \hat{v}_x & 3\gamma - 5 & \frac{3\gamma - 5}{3(\gamma - 1)} \\
\hat{k} & 0 & 0 & \hat{k} & 1 & 0 \\
\hat{\omega} & 0 & 0 & \hat{\omega} & 0 & 1
\end{bmatrix}.
\]

The wave-strengths can be determined from the solution jump condition

\[
\Delta U = U_R - U_L = \sum_{i=1}^{m} \hat{\alpha}_i \hat{K}^{(i)}.
\]

and are given by

\[
\hat{\alpha} = \left[ \frac{1}{2 c^2} \left( \frac{2}{3} \hat{k} d\rho + \hat{\rho} \hat{c} d v_x + d p + \frac{2}{3} \hat{\rho} d k \right), \left( 1 - \frac{2}{3} \frac{\hat{k}}{c^2} \right) d \rho - \frac{d p}{c^2} - 2 \frac{\hat{\rho}}{3 c^2} d k, d v_y, \frac{1}{2 c^2} \left( \frac{2}{3} \hat{k} d\rho + \hat{\rho} \hat{c} d v_x + d p + \frac{2}{3} \hat{\rho} d k \right), d k, d \omega \right].
\]
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This approximate solution to the Riemann problem involves only discontinuous waves. Moreover, because it satisfies condition (C) above, the approximation is valid and exact for isolated shock and contact waves. However, it can be problematic for rarefaction waves where an unphysical discontinuity may form at sonic points. These expansion shocks violate the entropy condition for an physically admissible discontinuity, which dictates that the entropy must increase across a shock [191]. The solution of the linearized Riemann problem for transonic rarefaction fans, where one of the acoustic wave speeds, \( \lambda_{1,4} = v_x \pm c \), is zero, exhibits this unphysical solution. To remedy this effect, a correction proposed by Harten [73], which ensures that the acoustic eigenvalue does not go to zero, can be used. The corrected magnitude of the wavespeed is given by

\[
|\lambda_k^*| = \begin{cases} 
|\hat{\lambda}_k|, & |\hat{\lambda}_k| \geq 2(\Delta \lambda_k)^+ \\
\frac{\hat{\lambda}_k^2}{4(\Delta \lambda_k)^+} + (\Delta |\lambda_k^*|)^+, & |\hat{\lambda}_k| < 2(\Delta \lambda_k)^+ 
\end{cases}
\]

for \( k = 1, 4 \) (3.41)

where \( \Delta \lambda_k = \lambda_k(U_R) - \lambda_k(U_L) \) and \( (\Delta \lambda_k)^+ = \max(0, \Delta \lambda_k) \). The convective eigenvalues are not altered, \( |\lambda_k^*| = |\lambda_k| \) for \( k = 2, 3, 5, \) and \( 6 \). The intercell flux determined from the Roe’s approximate Riemann solution is now given by

\[
F_{i+\frac{1}{2}} = \frac{1}{2}(F_L + F_R) - \frac{1}{2} \sum_{i=1}^{m} \hat{\alpha}_i |\hat{\lambda}_i^*| K^{(i)}.
\]

(3.42)

Harten-Lax-van Leer Riemann Solver

The HLL approximate solution to the Riemann problem is based on the simplification of the wave structure to the pattern shown in Figure 3.1. The left and right waves are the only non-linear waves present – the contact surface is ignored and rarefaction waves are replaced by discontinuities. Estimates of the left and right wave-speeds are determined from

\[
S_R = \max \left[ \max(\lambda_{Rk}), \max(\hat{\lambda}_k) \right] \quad \text{and} \quad S_L = \min \left[ \min(\lambda_{Lk}), \min(\hat{\lambda}_k) \right],
\]

(3.43)

where \( \lambda_{Rk}, \lambda_{Lk}, \) and \( \hat{\lambda} \) are the wave-speeds of the left, right, and Roe-averaged states. Including the wave-speeds of the Roe-averaged state was suggested by Einfeldt [46] and, subsequently, the approximate Riemann solution is known as the HLLE Riemann solver.

The final flux calculated from the Riemann problem depends on the signs of the signal velocities. If the left signal velocity is greater than zero, \( S_L > 0 \), then the flux is calculated based on the left initial state, \( U_L \). If the right signal velocity is less than zero, \( S_R < 0 \), then the flux is calculated based on the right initial state, \( U_R \). Otherwise, the intermediate flux must be determined. Two equations involving the intermediate state and flux are determined by integrating

\[
\int \left[ Ud x - F(U) d t \right] = 0,
\]

(3.44)
over the two paths specified in Figure 3.1. These equations can be solved to determine an equation for the intermediate flux given by

$$F^* = \frac{S_R F_L - S_L F_R + S_L S_R (U_R - U_L)}{S_R - S_L}. \quad (3.45)$$

The relative wave-speeds and fluxes, $F - \bar{w}U$, are used in the case of a non-stationary cell interface.

### 3.3.3 Ringleb’s Flow

In order to assess and demonstrate the accuracy of the inviscid spatial discretization scheme used here, the predictions of the numerical algorithm are considered for a test problem for which an exact analytic solution exists. Ringleb’s flow is a hodograph solution to the Euler equations that is widely used in verification studies (e.g., [10], [31], [77]). The flow pattern, shown in Figure 3.2(a), involves an isentropic, irrotational flow contained between two streamlines. The analytic solution can be parameterized in terms of a non-dimensional velocity, $q$, and the streamline number, $k = 1/\psi$:

$$x(q,k) = \frac{1}{2} \rho \left( \frac{2}{k^2} - \frac{1}{q^2} \right) - \frac{J}{2}, \quad (3.46)$$

$$y(q,k) = \pm \frac{1}{\rho k q \sqrt{1 - (q/k)^2}}, \quad (3.47)$$

$$\bar{a} = \sqrt{1 - \frac{\gamma - 1}{2} q^2}, \quad (3.48)$$

$$\bar{\rho} = \bar{a}^{2/(\gamma - 1)} \quad (3.49)$$

$$J = \frac{1}{\bar{a}^3} + \frac{1}{5 \bar{a}^5} - \frac{1}{2} \ln \left( \frac{1 + \bar{a}}{1 - \bar{a}} \right), \quad (3.50)$$

where the density, $\bar{\rho}$, is made non-dimensional by the stagnation density and the velocity, $q$, and sound-speed, $\bar{a}$, are made non-dimensional by the stagnation sound-speed. The flow angle, $\theta$, can be determined from

$$\theta = 2\pi - \sin^{-1}(q/k). \quad (3.51)$$
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Figure 3.2: Ringleb’s flow: (a) Flow pattern and (b) Sample mesh with 400 cells.

The flow pattern shown in Figure 3.2(a) is defined by the streamlines corresponding to $k = 0.75$ and $k = 1.5$, and the inflow boundary is defined by the iso-tach contour, $q = 0.3$. A mixed supersonic and subsonic outflow occurs at the lower boundary.

The accuracy of the spatial discretization was assessed by comparing the computed solution on a series of meshes involving 100, 400, 1600, and 6400 cells to the analytic solution. The $L_1$- and $L_2$-norms of the difference in the solution densities were used as the measure of solution accuracy and were taken to have the form

$$L_p = \left( \sum |\rho_{ij} - \rho_e(x_{ij}, y_{ij})| A_{ij} \right)^{1/p},$$

where $A_{ij}$ and $\rho_{ij}$ are the area and average density of cell $(i, j)$. The cell-average exact density, $\rho_e$, is computed by performing a higher-than-second order numerical integration. The exact density at any point $(x, y)$ can be found by iteratively solving the equation for the constant velocity lines,

$$\left( x + \frac{J}{2} \right)^2 + y^2 = \frac{1}{4\rho^2q^4},$$

for the non-dimensional sound-speed, $\bar{a}$, from which the non-dimensional density is computed by equation (3.49). A sample mesh with 400 cells is shown in Figure 3.2(b). The exact solution is imposed at the lateral, inflow, and outflow boundaries. The left and right states for the evaluation of the Riemann problem on the inflow and outflow boundaries are determined from a characteristic boundary condition with a specified static pressure based on the exact solution at the Gauss point. The proposed algorithm performs well for this test case. The $L_1$- and $L_2$-norms of the solution
error are plotted in Figure 3.3. The slopes of the $L_1$- and $L_2$-norms are 2.11 and 1.94, respectively, indicating the scheme is indeed second order-accurate.

### 3.4 Gas-Phase Elliptic Flux Evaluation

The calculation of the viscous flux of the compressible Navier-Stokes equations requires the knowledge of the solution state as well as the gradient of the solution at cell interfaces. The numerical flux is given by

$$\mathbf{G} \cdot \mathbf{n} = \mathcal{G}(\mathbf{U}, \nabla \mathbf{U}, \mathbf{n}),$$  \hspace{1cm} (3.54)

where the dependence on the gradient of the solution quantities dictates that the flux is elliptic by nature. Coirier assessed the accuracy and positivity of several formulations for evaluating the cell-interface gradient of the solution variable [30]. This assessment was conducted by analyzing the stencil of the Laplacian determined by

$$\nabla^2 \phi = \frac{1}{A} \sum_k \vec{\nabla} \phi_k \cdot \mathbf{n}_k \Delta \ell_k,$$  \hspace{1cm} (3.55)

where $\phi$ is the solution variable under consideration and $\vec{\nabla} \phi_k$ is the gradient of the solution quantity at face $k$. This is a valid model equation since for incompressible flow the viscous stress tensor reduces to the Laplacian operator of the velocity field. Although this is not true for compressible flows, valid reconstruction of the Laplacian is considered a minimum requirement for elliptic flux.
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The Laplacian operator was assessed in terms of accuracy (by comparison with a local Taylor series expansion about the cell centroid) and positivity (does the stencil of the Laplacian satisfy a discrete maximum principle). Coirier determined that there is an incompatibility between these criteria – an accurate scheme is not positive and vice-versa. The most positive (though not strictly) gradient evaluation resulted from performing a Green-Gauss integration over the diamond-path constructed from the neighbouring cell-centres and the nodes of the cell-interface. The most accurate approach involved reconstructing a quadratic polynomial from a suitable set of support cells. This study was performed on a uniform Cartesian grid, a uni-directionally stretched Cartesian grid, and a refined Cartesian grid. Haselbacher and Blazek analyzed the positivity of the stencil created by averaging the cell-centred gradients [78]. This method resulted in a decoupled stencil – the stencil involved distance-2 neighbour cells but not distance-1 neighbour cells (the cells with non-zero entries do not share a vertex with cell \((i, j)\) on both quadrilateral and hexahedral grids. The authors noted that this decoupling can lead to the growth of spurious solution modes and large truncation errors [78]. They also performed this analysis using a correction to the average gradient approach proposed by Mathur and Murthy [119]. Use of this method results in a strongly coupled stencil. Note that this correction was presented by Mathur and Murthy as a method for improving the diamond-path approach. Their motivation was to eliminate the required solution information at the nodes of the cell-interface.

In this work, the Green-Gauss integration over the diamond-path is used to evaluate the required gradients at cell interfaces. This method is described next and the elliptic flux evaluation is validated by comparing the predicted solution of a laminar flat plate boundary layer with Blasius’ analytical solution.

3.4.1 Green-Gauss Integration over the Diamond-Path

The gradient of the primitive variables at a cell interface can be found by the application of a Green-Gauss integral to the four-sided closed path indicated in Figure 3.4(a). The four points of the path correspond to the two cell centres and the nodes of the interface separating the two cells. The solution data is readily available at the cell-centres of the cells. However, the solution at the nodes of the interface must be determined. Coirier used two methods to determine solution data at the nodes: simple vertex weighting and a linearity-preserving weighting [30]. Simple vertex weighting is accomplished by taking an average of the data of the adjoining cells. The linearity-preserving weighting scheme of Holmes and Connell ensures that the node solution data is linearly constructed from the solution data stored at the centroid of all neighbouring cells [83]. The linearity-preserving weighting
weighting scheme is used in this work. The gradient is determined by evaluating

\[ \vec{\nabla} \phi = \frac{1}{A} \sum_k \phi_k \hat{n}_k \Delta \ell_k, \]  

(3.56)

where \( A \) is the area of the quadrilateral specified by the contour path, \( \Delta \ell_k \) is the length of face \( k \), \( \hat{n}_k \) is the unit outward normal of face \( k \), and \( \phi_k \) is an approximation of the solution variable at the centre of the face.

After some manipulation and simplification it can be shown that the Green-Gauss integration over the diamond-path, equation (3.56), reduces to

\[ \vec{\nabla} \phi = \frac{1}{\hat{n} \cdot \ell_s} \left( \frac{\phi_{i+\frac{1}{2},j} - \phi_{i,j}}{\Delta s} \hat{n} + \frac{\phi_{i+\frac{1}{2},j+\frac{1}{2}} - \phi_{i,j+\frac{1}{2}}}{\Delta \ell} \hat{n}_s \right), \]  

(3.57)

for the east cell-interface where \( \Delta s \) is the distance between the neighbouring cell centroids, \( \Delta \ell \) is the length of the face, and the local coordinate systems are defined in Figure 3.4(b). Note that for a Cartesian mesh the interface unit normal and the centroid tangent are equal, therefore, their dot product is unity, \( \hat{n} \cdot \ell_s = 1 \) and the expression reduces to those of standard second-order central finite-differencing schemes on a uniform mesh.

### 3.4.2 Laminar Flat Plate Boundary Layer

The computation of laminar flow over a flat plate at zero incidence is now considered to demonstrate the accuracy of the viscous spatial discretization procedure adopted herein. The free-stream Mach number and Reynolds number, based on the length of the plate, for the case considered are \( M = 0.2 \) and \( \text{Re} = 10,000 \), respectively. The exact solution of the incompressible boundary layer equations
first obtained by Blasius is presented in the textbook by Schlichting [174]. The predicted boundary layer velocity profiles and skin-friction coefficient are shown in Figure 3.5. The computational mesh consisted of a Cartesian mesh with 34,816 cells uni-directionally stretched towards the plate. The first node normal to the plate is located at a distance of approximately 0.2 µm off of the plate. The velocity profiles are plotted in Figure 3.5(a) at \( \text{Re}_x = U_\infty x/\nu = 8,000 \) against the similarity variable, \( \eta = y\sqrt{U_\infty/2\nu x} \). The \( y \)-component of the velocity is non-dimensionalized by \( \phi = v\sqrt{\text{Re}_x}/U_\infty \). The predicted skin friction coefficient is given in Figure 3.5(b). It can be seen that the velocity components and the skin friction coefficient are in excellent agreement with the Blasius solution, providing validation of the spatial discretization procedure for laminar fluid flows.

### 3.4.3 Fully-Developed Turbulent Pipe Flow

The validation of the numerical scheme for turbulent flow has been considered by comparing numerical results to the experimental data of Laufer [107] for fully-developed turbulent flow in a pipe with \( \text{Re} = 500,000 \). Solutions for \( k-\omega \) turbulence model with both direct integration to the wall and standard wall functions are compared to measured mean axial velocity and turbulent kinetic energy profiles in Figure 3.6. The computations with direct integration were performed using 128 cells in the radial direction with some 16-18 of those cells lying within the laminar sublayer. The first cell off the wall was located at \( y^+ \approx 0.05 \). The calculations with the wall function formulation were performed using just 32 cells in the radial direction with the first cell at \( y^+ \approx 16 \). The agree-
Figure 3.6: Turbulent pipe flow: (a) radial profiles of axial velocity, $u$, (b) radial profiles of turbulent kinetic energy, $k$.

Although the agreement between the experimental data and numerical results for this case is generally quite good. As should be expected, the present implementations of the $k$-$\omega$ model with direct integration and wall functions are both capable of accurately reproducing the characteristic features of fully-developed pipe flow. Moreover, the ability of the $k$-$\omega$ model with direct integration to the wall to agree with the empirical relations defining the turbulent boundary layer velocity profile is evident in Figure 3.7. Although not shown in the figure, as expected the law of the wall relation is also matched perfectly when using standard wall functions.

Figure 3.7: Predicted boundary layer profile for the turbulent pipe flow compared with the empirical viscous sublayer and log-layer relations.
3.5 Particle-Phase Flux Evaluation

In Section 2.2.2, the equations governing the gas-particle flow were identified as a degenerate hyperbolic system. From a mathematical perspective, the degenerate nature of these equations must be accounted for when designing a numerical scheme for their solution. Although Lagrangian modelling methods can readily deal with particle trajectories that cross, Eulerian finite-volume methods can produce inaccurate and physically incorrect numerical solutions. This is a result of insufficient characteristic fields from which to reconstruct the solution and therefore solution information and accuracy can be lost. The solution of the particle-phase Riemann problem proposed by Saurel et al. [173] allows for particle vacuums and for particle paths to cross, however, flows involving the compression of the particle-phase, such as at reflection boundary conditions, are problematic. In their paper, Saurel et al. discussed but did not pursue a multi-velocity treatment of the particle-phase, in which the particle-field is split up into distinct velocity families that are advected separately in the flow. Though this method requires additional computing resources in terms of both memory and computing time, compression waves are permitted and, therefore, crossing trajectories and reflection boundary conditions can be more realistically modelled.

The design and implementation of a new multi-velocity formulation for the evaluation of the numerical flux for the particle phase is now discussed in this section. For two-dimensional flow, the particle-phase is decomposed into four distinct velocity families, with velocities in the four quadrants of velocity space associated with particles travelling in the north-east, north-west, south-west, and south-east directions. Each particle family is treated separately. The flux of the particle phase at cell interfaces is then determined using a simplified version of the Riemann solution defined by Saurel et al. [173]. The left and right solution states for the particle-phase Riemann problem is determined using the piecewise limited reconstruction discussed in Section 3.3.1. To begin the discussion, the more usual single-velocity formulation is first described, followed by the proposed multi-velocity algorithm.

3.5.1 Single-Velocity Formulation

Determination of the flux values at cell interfaces for the particle-phase is complicated by the degeneracy of the two-phase flow equations as described in Chapter 2. In particular, as the eigenstructure is incomplete, a Roe-type linearization is not possible for evaluating the numerical flux. In an attempt to deal with this mathematical deficiency, a particle-phase Riemann solver for a single-velocity formulation was proposed by Saurel et al. [173]. This flux function is now briefly reviewed and its limitations discussed.
Given the left and right particle-phase initial conditions defined by $\mathbf{V}_l = [\sigma_{p_l}, u_l, T_{pl}]^T$ and $\mathbf{V}_r = [\sigma_{p_r}, u_r, T_{pr}]^T$, three particle expansion wave configurations ($u_l < u_r$) and three particle compression wave configurations ($u_l > u_r$) were identified by Saurel et al. and used to construct solutions to the Riemann problem. Refer to Figure 3.8. For the expansion configuration, if $u_l, u_r > 0$ then the interface solution provided by the solution of the Riemann problem is simply the left state. If $u_l, u_r < 0$ then the interface solution state is given by the right state. A strong expansion occurs when $u_l < 0$ and $u_r > 0$. In this case the particles of the left and right states are moving apart in opposite directions, leaving a vacuum state at the interface.

For the compressive configurations ($u_l > u_r$), if $u_l, u_r > 0$ then the interface solution for the Riemann problem is the left state and if $u_l, u_r < 0$ the solution state is the right state. A strong compression of the particles occurs when $u_l > 0$ and $u_r < 0$. In the proposed Riemann solver of Saurel et al., the solution state is then given by $\sigma_p^* = \sigma_{p_l} + \sigma_{p_r}, u^* = (\sigma_{p_l} u_l + \sigma_{p_r} u_r)/\sigma_p^*$, and $T_p^* = (\sigma_{p_l} T_{pl} + \sigma_{p_r} T_{pr})/\sigma_p^*$, which is basically a superposition of the left and right solution states.

In all three of the compressive cases, the interface solution compromises the actual physics of the particle motions. For the mildly compressive cases where one solution state is catching up with the other, due to the degeneracy the solution information carried by the overtaken particles is partially lost. In reality, this solution information should be retained. For the more strongly compressive case, the two waves (populations of particles) should simply pass through each other. Instead, the particle concentrations are directly summed and density weighted averages are assigned to the particle velocity and temperature. An example of two crossing particle jets predicted using the single-velocity formulation is shown in the left panel of Figure 3.9. The particle jets are crossing at an angle of $45^\circ$. Vacuum conditions are assumed to exist in the channel and so the phase-interaction terms can be neglected. Although this averaging procedure provides the correct average state for the combined left and right moving particle populations, it fails to recognize the presence of the two oppositely moving populations and solution content is lost and not retained in the numerical approximation of the solution. A single particle jet is formed with no transverse momentum. This loss of information can lead to the unphysical results and difficulties near solid
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Figure 3.9: Numerical prediction of the particle-phase concentration contours and streamlines for two impinging particle jets in a vacuum using single-velocity (left panel) and multi-velocity (right panel) formulations.

boundaries as described by Saurel et al. and by Slater and Young [179] and is a basic limitation of any single-velocity Eulerian formulation.

3.5.2 Multi-Velocity Formulation

To alleviate the issues involved with compression waves that occur when using a single-velocity formulation a multi-velocity treatment of the particle phase is proposed here in which the particle-field is split up into distinct velocity families and are advected separately in the flow. For two-dimensional flow, the particle-phase is decomposed into four distinct velocity families, with velocities in the north-east ($u_x > 0, u_y \geq 0$), north-west ($u_x \leq 0, u_y > 0$), south-west ($u_x < 0, u_y \leq 0$), and south-east ($u_x \geq 0, u_y < 0$) directions of velocity space. Eight velocity families would be required for three-dimensional flow.

Each family of particles are assigned their own mass, momentum, and energy and, therefore, are governed by their own equations of motion. The flux at cell interfaces is determined individually for each particle-family using a simplified version of the single-velocity formulation particle-phase Riemann solver of Saurel et al. Crossing particle trajectories are inherently accounted for in this approach as seen by the particle-phase streaklines in the right panel of Figure 3.9 for two-impinging jets (interaction with the gas-phase is neglected). Moreover, reflection boundary conditions can be realistically modelled by simply reflecting the particle-phase to the appropriate particle family. For example, as shown in Figure 3.9, a particle-wave travelling in the south-east direction perfectly reflects at the solid lower boundary and continues travelling in the north-east direction without losing mass, momentum, or energy. It should be noted that the particle concentration contours plotted in Figure 3.9 are for the total concentration found by summing the concentrations of all
Figure 3.10: Illustration of the change in velocity families due to momentum transfer between the two phases for a particle-wave with a sine-squared concentration distribution. The particle-wave is initially moving in the opposite direction of the gas-phase.

Switching of the particle-phase velocity family can be required due to the momentum phase interaction with the gas-phase as the system tends towards equilibrium. In this case, a particle-wave travelling in a different direction than the gas-phase may eventually be pulled into a different velocity family. To allow for this, the particle state for each family is averaged into the appropriate family in every computational cell of the mesh after each stage of the time-stepping scheme as required. A mass average is used, thereby enforcing conservation of mass, momentum, and energy. However, it should be noted that some solution content can be lost in this averaging process. An illustration of the change of velocity family due to momentum transfer is provided in Figure 3.10 for a one-dimensional problem which involves two velocity families (left and right travelling). Initially, at $t_0$, a sine-squared particle-wave is travelling at uniform velocity in the opposite direction of the gas-phase which is travelling to the right at Mach 0.5 and is contained in the left-travelling velocity family. Due to drag, the system will relax into an equilibrium state in which both phases have the same momentum. At $t_1$ it is seen that the particle wave has slowed down but is still associated with the left-travelling velocity family. As soon as the velocity of the particle wave switches from negative to positive, approximately at $t_2$, the particle state is mass-averaged into the right-travelling velocity family and the left-travelling velocity family is deleted. The particle-wave then continues to relax into an equilibrium state as seen from times $t_3$ and $t_4$.

A limitation of the multi-velocity treatment and the averaging approach described above is that although crossing particle trajectories can be accurately modelled, weakly compressive particle-phase flows with one particle-wave overtaking a slower particle-wave will produce one average wave, as found in the single-velocity formulation. This method also requires some additional computing resources in terms of both memory (twelve additional variables) and approximately one-and-a-half
times the computing time of the single-velocity formulation. However, stronger particle compression waves are easily reproduced and, therefore, crossing trajectories and reflection boundary conditions can be realistically handled.

Figure 3.11: Numerical prediction of the particle-phase concentration contours and streaklines for two impinging particle jets in a quiescent gas at $t = 16.5 \text{ ms}$ using single-velocity (top panel) and multi-velocity (bottom panel) formulations.
3.5.3 Crossing-Particle Jets

A problem involving two impinging particle jets in a vacuum was used to demonstrate the ability of the multi-velocity formulation to accurately predict such flows. Here, the same problem is considered while including the effects of the phase-interaction terms. Initially, the channel contains a uniform quiescent gas at atmospheric conditions with zero particle concentration. As done previously, the particle jets enter at the top and bottom of the channel at a 45° angle from the walls at a speed of 80% of the gas-phase sound speed, $|\vec{u}| = 0.8a$. Reflective boundary conditions are applied at the top and bottom surfaces of the channel walls. Fixed and constant extrapolation boundary conditions are used at the left and right boundaries of the domain, respectively. The computation is performed using both the single- and multi-velocity formulations and the results are plotted in Figures 3.11 and 3.12 at 16.5 ms and 43 ms, respectively. Particle-phase concentration contours and streaklines are shown.

As shown in Figure 3.11, the prediction of the the particle-phase concentration by both formulations is nearly identical soon after the collision of the particle jets. However, the multi-velocity formulation demonstrates a definite crossing of the particle-phase streamlines that is absent from the single-velocity formulation. Moreover, the inability of the single-velocity formulation to allow the particle-phase streamlines to cross leads to an instability in the computation that is seen in Figure 3.12. This instability is related to the mathematical properties of the Eulerian description and the numerical solution scheme. It has similarities to a Kelvin-Helmholtz instability in fluid dynamics. It is experienced only when using a higher-order scheme and is a result of the higher-order reconstruction in areas with strong shear layers in the particle-phase. The multi-velocity formulation does not experience this instability since shear layers for each velocity family are avoided and the impinging jets simply pass through each other, thereby providing a symmetric solution.

3.6 Block-Based Adaptive Mesh Refinement

Adaptive mesh refinement techniques which automatically adapt the computational grid to the solution of the governing partial differential equations can be very effective in treating problems with disparate length scales. Following the approach developed by Groth et al. [70, 67] for computational magnetohydrodynamics, a flexible block-based hierarchical data structure has been developed and is used in conjunction with the finite-volume scheme described above to facilitate automatic solution-directed mesh adaptation on multi-block quadrilateral mesh according to physics-based refinement criteria. The current AMR formulation borrows from previous work by Berger [14, 15], Berger and Colella [16], Berger and LeVeque [17], Quirk [155], and DeZeeuw and Powell [38] and has similarities
3.6 Block-Based Adaptive Mesh Refinement

with the block-based approaches described by Quirk and Hanebutte [156] and Berger and Saltzman [18]. A primary distinction of this work is the use of curvilinear (arbitrary quadrilateral) mesh as opposed to the Cartesian mesh that is used in most of the previous work. The use of quadrilateral mesh blocks makes the application of the block-based AMR more amenable to flows with thin
boundary layers and permits anisotropic refinement as dictated by the initial mesh stretching. Note that cell-based AMR schemes on curvilinear mesh have been explored in previous work by Davis and Dannenhoffer [37], Sun and Takayama [182], and Bramkamp et al. [21].

In this work, the governing equations are integrated to obtain area-averaged solution quantities within quadrilateral computational cells and these cells are embedded in structured blocks consisting of $N_x \times N_y$ cells, where $N_x$ and $N_y$ are even, but not necessarily equal integers. Solution data associated with each block are stored in indexed array data structures and it is therefore straightforward to obtain solution information from neighbouring cells within blocks. Mesh adaptation is accomplished by the dividing and coarsening of appropriate solution blocks. In regions requiring increased cell resolution, a “parent” block is refined by dividing itself into four “children” or “offspring”. Each of the four quadrants or sectors of a parent block becomes a new block having the same number of cells as the parent and thereby doubling the cell resolution in the region of interest. This process can be reversed in regions that are deemed over-resolved and four children are coarsened into a single parent block. The mesh refinement is constrained such that the grid resolution changes by only a factor of two between adjacent blocks and the minimum resolution is not less than that of the initial mesh. Standard multi-grid-type restriction and prolongation operators are used to evaluate the solution on all blocks created by the coarsening and division processes, respectively. Although several approaches are possible, for this study, the coarsening and division of blocks are directed using multiple physics-based refinement criteria as previously done by Paillère et al. [142] and Powell et al. [153, 152]. Six derived flow quantities or refinement criteria, $\epsilon_k$, are used herein,

$$
\begin{align*}
\epsilon_1 & \propto | \nabla \rho | \\
\epsilon_2 & \propto | \nabla \cdot \vec{v} | \\
\epsilon_3 & \propto | \nabla \times \vec{v} | \\
\epsilon_4 & \propto | \nabla \sigma_p | \\
\epsilon_5 & \propto | \nabla \cdot \vec{u} | \\
\epsilon_6 & \propto | \nabla \times \vec{u} |
\end{align*}
$$

The first three quantities correspond to local measures of the density gradient, compressibility, and vorticity of the gas-phase and enable the detection of contact surfaces, shocks, and shear layers. Refinement criteria for the particle-phase are defined by the next three quantities which provide local measures of the particle concentration gradient and the divergence and vorticity of the particle velocity field. These quantities will enable the detection of high and low (vacuum) particle concentrations, particle-phase compression and expansion waves, and particle-phase shear layers. Division of a mesh block is performed if the refinement measures are greater than a user-specified threshold. Similarly, four mesh blocks are coarsened into one parent block if the refinement measures are less than a user-specified threshold in all of the candidate blocks. For most of the results reported herein, typical thresholds for division and coarsening are 0.5 and 0.1, respectively.
In order that the solution algorithm for the multi-phase flow equations can be applied to all blocks in a more independent manner, some solution information is shared between adjacent blocks having common interfaces. This information is stored in an additional two layers of overlapping “ghost” cells associated with each block. At interfaces between blocks of equal resolution, these ghost cells are simply assigned the solution values associated with the appropriate interior cells of the adjacent blocks. At resolution changes, restriction and prolongation operators, similar to those used in block coarsening and division, are employed to evaluate the ghost cell solution values. Within the AMR approach, additional inter-block communication is also required at interfaces with resolution changes to strictly enforce the flux conservation properties of the finite-volume scheme [15, 16]. In particular, the interface fluxes computed on more refined blocks are used to correct the interface fluxes computed on coarser neighbouring blocks and ensure that the fluxes are conserved at block interfaces.

A hierarchical tree-like data structure with multiple “roots”, multiple “trees”, and additional interconnects between the “leaves” of the trees is used to keep track of mesh refinement and the connectivity between solution blocks. This interconnected “forest” data structure is depicted in Figure 3.13. The blocks of the initial mesh are the roots of the forest which are stored in an indexed array data structure. Associated with each root is a separate “quadtree” data structure that contains all of the blocks making up the leaves of the tree created from the original parent blocks during mesh refinement. One of the advantages of the hierarchical quadtree data structure is that it readily permits local mesh refinement. Local modifications to the multi-block mesh can
Figure 3.14: Sequence of multi-block meshes derived by the AMR algorithm for the inviscid transonic flow over a bump. The initial mesh is given in the top left figure. Refined meshes follow. The block structure is shown for a region surrounding the bump. The entire domain and individual cells are not shown. Mesh refinement statistics are given Table 3.2.

be performed without re-gridding the entire mesh and re-calculating solution block connectivity.

An example illustrating the adaptation of a two-dimensional multi-block quadrilateral mesh for an inviscid transonic flow over a bump, \( M_\infty = 0.85 \), is shown in Figures 3.14 and 3.15. The geometry of the bump is defined by a sine-squared function, \( y = 0.042 \sin^2(\pi x) \) for \( x \in [0,1] \). Figure 3.14 shows and initial grid (top left panel) consisting of eight blocks and 8,192 cells, \((N_x, N_y) = (32,32)\) and seven meshes derived by applying the refinement algorithm. The solution is converged 4-5 orders of magnitude on each grid level. Note that the figures do not show the entire computational domain but only the bump section where the majority of the refinement occurs. The solution block boundaries are depicted in the figures. Some statistics corresponding to the mesh refinement are summarized in Table 3.2 where \( N_{\text{blocks}} \) is the total number of blocks, \( N_{\text{cells}} \) is the total number of cells, and \( \eta \) is a measure of the efficiency of the block-based AMR scheme defined by

\[
\eta = 1 - \frac{N_{\text{cells}}}{N_{\text{uniform}}}
\]  

where \( N_{\text{cells}} \) is the total number of cells and \( N_{\text{uniform}} \) is the total number of cells that would have

<table>
<thead>
<tr>
<th>Mesh level</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{\text{blocks}} )</td>
<td>8</td>
<td>11</td>
<td>26</td>
<td>41</td>
<td>77</td>
<td>167</td>
<td>281</td>
<td>536</td>
</tr>
<tr>
<td>( N_{\text{cells}} )</td>
<td>8,192</td>
<td>11,264</td>
<td>26,624</td>
<td>41,984</td>
<td>78,848</td>
<td>171,008</td>
<td>287,744</td>
<td>548,864</td>
</tr>
<tr>
<td>( \eta )</td>
<td>0.000</td>
<td>0.656</td>
<td>0.797</td>
<td>0.920</td>
<td>0.962</td>
<td>0.980</td>
<td>0.991</td>
<td>0.966</td>
</tr>
</tbody>
</table>
been used on a uniform mesh composed of cells of the finest size on the current mesh. The efficiency of the AMR scheme improves as the number of refinement levels increase. This indicates the ability of the block-based AMR approach to deal with flows having disparate spatial scales, providing reduced numbers of cells while maintaining cell resolution in areas of interest as illustrated in Figure 3.15 for the transonic flow over a bump. The pressure contours are shown and the solution on the initial mesh is given in the left panel of the figure. A shock has formed near the trailing edge of the bump. The refinement scheme effectively clusters solution blocks on the shock. The solution on the final mesh, after seven levels of refinement, is shown in the right panel of the figure. The mesh, in this case, has an refinement efficiency of $\eta = 0.966$ and consists of 536 blocks and 548,864 cells. Note that each level of refinement in the grid introduces cells that are typically smaller by a factor two in each spatial dimension. Practical calculations may have 10-15 levels of refinement. In the case of 15 levels of refinement, the finest cells in the mesh are more than 32,000 ($2^{15}$) times smaller than the coarsest cells.

In the preceding example of mesh refinement, the solution was converged to steady-state on each mesh level using the five stage optimally smoothing scheme before refining the mesh. Mesh refinement during an unsteady problem is also possible by refining the mesh at a specified frequency. Typically the frequency is related to the dimensions of the individual block, for example $\min(N_x/2, N_y/2)$, which will help ensure that a neighbour block is refined before any wave phenomena of interest (such as a shock) enters the block. An example of mesh refinement during an unsteady problem is shown in Figure 3.16 for an inviscid shock reflection involving an inclined wedge. The incident shock Mach number and wedge angle are 1.36 and $25^\circ$, respectively, corresponding to a Mach reflection. The refined block structure is shown in the left panel and the density contours are shown in the right panel and are plotted at a time of 2.44 ms into the unsteady flow. It

![Figure 3.15](image)

Figure 3.15: Pressure contours for the inviscid transonic flow over a bump on the initial mesh (left panel) and after seven mesh refinements (right panel).
can be seen that the solution blocks have been clustered on the incident shock, the Mach stem, the reflected shock, and the slip-stream. Seven levels of refinement were used resulting in 896 blocks and 175,616 cells, \((N_x, N_y) = (14, 14)\).

![Figure 3.16: Density contours and adapted mesh block structure for a shock reflection on a wedge at 2.44 m/s with seven levels of refinement (896 blocks, 175,616 cells, \(\eta = 0.891\)). The incident shock Mach number and wedge angle are 1.36 and 25° corresponding to Mach reflection.](image)

### 3.7 Parallel Implementation

Although the block-based AMR approach described above is somewhat less flexible and incurs some inefficiencies in solution resolution as compared to cell-based approaches (i.e., for the same solution accuracy, generally more computational cells are introduced in the adapted grid), the block-based method offers many advantages over cell-based techniques when parallel implementation of the solution algorithm is considered and computational performance issues are taken into account. In particular, the multi-block quadrilateral mesh and quadtree data structure lends itself naturally to domain decomposition and thereby enables efficient and scalable implementations of the solution algorithm on distributed-memory multi-processor architectures.

A parallel implementation of the block-based AMR scheme has been developed using the C++ programming language and the MPI (message passing interface) library [66]. Use of these standards greatly enhances the portability of the computer code and has enabled very good parallel performance. Domain decomposition is carried out by merely farming the solution blocks out to the separate processors, with more than one block permitted on each processor. A simple stack is used to keep track of available (open) processors. For homogeneous architectures with multiple processors all of equal speed, an effective load balancing is achieved by exploiting the self-similar nature of the solution blocks and simply distributing the blocks equally among the processors. In doing so, all blocks are treated equally and, currently, no use is made of the hierarchical data
structure nor grid partitioning techniques to preferentially place neighbouring blocks on the same processors. With 10 blocks per processor, the maximum load imbalance attained by this simple block distribution procedure is less than 10% (near perfect load balancing is achieved if the number of block is a exact multiple of the number of available processors). For heterogeneous parallel machines, such as a network of workstations and computational grids, a weighted distribution of the blocks can be adopted to preferentially place more blocks on the faster processors and less blocks on slower processors.

In order to carry out mesh refinement and inter-block communication, a complete copy of the hierarchical quadtree data structure is stored on each processor. This is possible because, unlike cell-based unstructured meshing techniques, the block-based tree data structure is not overly large. The structure need only retain the connectivity between the solution blocks as opposed to a complete map of the cell connectivity required by general unstructured mesh procedures. Interprocessor communication is mainly associated with block interfaces and involves the exchange of ghost-cell solution values and conservative flux corrections at every stage of the multi-stage time integration procedure. Message passing of the ghost-cell values and flux corrections is performed in an asynchronous fashion with gathered wait states and message consolidation, and as such, typically amounts to less than 5-8% of the total processor time.

Implementation of the algorithm has been carried out on a Beowulf cluster of 26 4-way Hewlett-Packard Alpha SMP servers (14 ES40 and 12 ES45 servers) and 35 4-way Hewlett-Packard Integrity rx4640 servers with a total of 244 processors and 482 Gbytes of distributed memory. Each of the 56 ES40 processors is a 667 MHz Alpha EV67 processors with 8 Mbytes of L2 cache and the 48 ES45 processors are 1 GHz MHz Alpha EV68CB processors with 8 Mbytes of L2 cache. The 140 rx4640 processors are 1.5 GHz Itanium 2 processors with 6 Mbytes of L3 cache. A high-bandwidth low-latency Myrinet network is used to connect the servers in the cluster. The parallel performance and scalability of the numerical algorithm on this parallel architecture was assessed by conducting a series of numerical experiments using up to 80 of the Itanium 2 processors. The results of these tests are now discussed.

The parallel relative speed-up, $S_p$, given by $S_p = t_1/t_p$, and the parallel relative efficiency, $E_p$, given by $E_p = S_p/p$, are determined as a function of the number of processors, $p$, where $t_p$ is the time required to solve a fixed-size problem using $p$ processors and $t_1$ is the time required to solve the problem using a single processor. In a fixed-size problem, the total workload is constant and independent of the number of processors. The problem chosen here is the inviscid transonic bump flow investigated above. The domain is decomposed into 128 solution blocks and the relative speed-up test is performed with 1, 4, 8, 16, 32, and 64 processors such that perfect load-balancing
Figure 3.17: Parallel relative speed-up, $S_p$, and parallel relative efficiency, $E_p$, for a fixed-size problem with perfect load-balancing using up to 64 processors.

is achieved (each processor has the same amount of work). The results of this speed-up test are shown in Figure 3.17 for three different block sizes. It can be seen that with perfect load-balancing, block sizes of $32 \times 32$ cells per block provide the best scale-up with a nearly linear 62.68 parallel relative speed-up and 97.9% parallel relative efficiency for up to 64 processors. The results for the different block sizes also indicate that the number of cells used in each solution block will ultimately affect the trade-off between parallel efficiency and efficiency of the block-based mesh refinement procedure, with large block sizes improving the former but reducing the latter.

The effect of imperfect load-balancing on the parallel relative speed-up and efficiency is examined for a test case similar to the prediction of the unsteady shock-wedge interaction problem also described above in the previous section. Since the AMR algorithm keeps the mesh blocks clustered at the shocks as they propagate and reflect, the number of solution blocks is not constant. Therefore, it is difficult to distribute the solution blocks evenly among processors and imperfect load-balancing occurs. However, improved load balancing is expected as the number of blocks increases and improved load balancing is obtained. For the purpose of this test, the parallel relative speed-up and efficiency are measured on up to 80 processors from 1.2 ms to 1.6 ms of the flow solution. The number of solution blocks range from 350 to 596. Each of the solution blocks contain $(N_x, N_y) = (28, 28)$ cells. The relative parallel speed-up and relative parallel efficiency for this case is presented in Figure 3.18. It should be noted that for a high number of processors, the load balancing is
Figure 3.18: Parallel relative speed-up, $S_p$, and parallel relative efficiency, $E_p$, for a fixed-size problem involving the block-based AMR scheme using up to 80 processors and $28 \times 28$ cells per solution block.

Poor for the first few refinement levels due to the low number of available solution blocks. The poor load-balancing leads to a less efficient parallel scaling, achieving 77% efficiency for up to 80 processors. Note that the parallel relative efficiency drops fairly rapidly initially but then flattens out as the number of processors increases.

An indication of how a parallel numerical algorithm can incorporate a fixed workload per processor can be determined by considering a scaled-size problem, in which the workload scales with the number of processors. Here, the important performance parameters are the parallel scaled speed-up, $S_p$, given by $S_p = (t_1/t_p)p$ and the parallel scaled efficiency, $E_p$, given by $E_p = S_p/p$. The scaled parallel performance parameters are determined using an inviscid test case involving unsteady shock-wave interaction in a square domain with reflecting boundaries. It can be seen in Figure 3.19(a) that when considering a scaled-size problem, the parallel scaled speed-up is nearly linear and maintains at 84.6% efficiency up to 80 processors. The over-head time, $t_o$, given by $t_o = pt_p - t_1$ and normalized by max$(t_o)$ and the normalized wall-time, $t_w$, given by $t_w = t_p/t_1$ are presented in Figure 3.19(b) as a function of the number of processors. An algorithm is considered to be highly scalable if the iso-efficiency function, the relationship between the over-head time and the number of processors, is linear. It can be seen in Figure 3.19(b) that the iso-efficiency function is indeed linear and the normalized wall-time remains fairly constant for up to 80 processors.
Figure 3.19: (a) Parallel scaled speed-up, $S_p$, and parallel scaled efficiency, $E_p$, and (b) parallel overhead time, $t_o$, and wall-time, $t_w$ for a scaled-size problem using up to 80 processors.
Chapter 4

Mesh Adjustment Scheme for Embedded Boundaries

In this Chapter, a scheme is described in which the body-fitted multi-block mesh used in the finite-volume scheme proposed in Chapter 3 is locally adjusted to arbitrarily embedded boundaries that are not necessarily aligned with the original mesh. This will allow for the modelling and treatment of the motion of the combustion interface of solid propellant rocket motors. Fluid flows involving moving boundaries are relevant to many other aerospace engineering applications as well, such as: aerodynamic control surfaces, helicopter rotor blades, compressor and turbine blades, and stage separation in launch vehicles. Numerical solution of these unsteady problems must account for the motion of the boundaries through the domain of interest. This can be accomplished by regenerating or adjusting the computational mesh according to the object’s location [82, 12], by using overlapping meshes [13], or by representing the boundary as a force-term which influences the flow solution in a manner consistent with fluid dynamics [150, 151]. These approaches are now briefly summarized.

The Arbitrary Lagrangian-Eulerian (ALE) method pioneered by Hirt et al. [82] is a popular method for dealing with moving boundaries [215, 48, 58, 5]. This scheme involves the use of a grid, typically unstructured, that moves according to the motion of the boundaries. Conservation is strictly satisfied in ALE methods, however, the quality of the mesh can be severely degraded when large scale motions are involved requiring re-meshing and/or untangling procedures [197].

An alternative approach is the use of overlapping meshes, also known as overset mesh or Chimera method, where a separate body-fitted mesh is constructed around each object in the computational domain and is overlapped with each other and a simpler, in many cases Cartesian, mesh encompassing the computational domain of interest. This method was originated by Benek et al. [13] and a review of recent work on this method was given by Noack and Slotnick [132]. Interpolation is required between the meshes during the solution of the governing equations. These interpolation schemes are typically non-conservative and non-monotone [131], which may be problematic for many applications.
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The immersed boundary method was devised by Peskin [150, 151] in order to predict fluid-structure interactions in biological fluid dynamics. In this scheme the boundary is represented as a force-term in the governing equations which influences the flow solution in a manner consistent with fluid dynamics. The immersed boundary method has been successfully applied to complex laminar and turbulent flows [86, 195, 143].

Although the methods described above have been shown to be effective for treating embedded boundaries, in this work a new approach is proposed that requires only local alterations to the mesh, is conservative, and can be readily coupled with the parallel AMR finite-volume scheme proposed in Chapter 3 for body-fitted multi-block mesh in a straight-forward manner. Not only does this scheme allow for rapid and robust mesh generation involving complex embedded boundaries, it also enables the solution of unsteady flow problems involving bodies and interfaces moving relative to the flow domain. The mesh adjustment algorithm described here has similarities with the Cartesian cut-cell techniques developed by De Zeeuw and Powell [38] and Aftosmis et al. [3] except that the underlying mesh is no longer restricted to a Cartesian mesh. The readjustment of the mesh for moving embedded boundaries follows the approach used in the Cartesian cut cell methods developed by Bayyuk et al. [12] and Murman et al. [126]. Unlike the Cartesian cut-cell method, the mesh adjustment algorithm presented here does not result in the generation of tiny cut-cells which can place severe restrictions on the time-step and do not permit the construction of consistent and accurate operators for viscous (elliptic) fluxes [32]. This scheme has been implemented within the block-based adaptive mesh refinement (AMR) numerical framework described in the previous Chapter.

4.1 Mesh Adjustment Algorithm

The motivation for developing a mesh adjustment scheme for arbitrarily embedded boundaries stems from the desire to numerically predict flow involving complex bodies which can be moving relative to the computational domain. The scheme proposed here requires only local alterations of the mesh allowing for its implementation within the context of the block-based AMR scheme described previously. Many of the techniques used by Cartesian cut-cell methods, such as bounding box filters and ray-casting [1], are used here to improve the efficiency of the mesh adjustment algorithm.

An illustration of the mesh adjustment algorithm is given in Figures 4.1–4.9. In Figure 4.1 the mesh of the initial domain is shown along with two embedded NACA0012 aerofoils. These objects are stored as \( n \)-sided polygons or \( n \)-element polylines with additional data stored at each vertex of the shape to specify local characteristics of the embedded interfaces (such as boundary condition
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Figure 4.1: Example discretized domain with 4,096 cells, \((N_x, N_y) = (32, 128)\), and two embedded boundaries for the illustration of the mesh adjustment algorithm.

Although not required for this scheme, for illustrative purpose, the domain is discretized by a uniform Cartesian mesh (the proposed algorithm is more generally applicable to any body-fitted multi-block mesh). As for Cartesian cut-cell methods, the union of the embedded boundary components is found before the mesh is adjusted to the boundary [1]. This allows for a more robust and efficient implementation of the algorithm. The Weiler-Atherton algorithm is an efficient and robust method for finding the union of two intersecting polygons [210] and is adopted here. A description of the Weiler-Atherton algorithm and other useful polygon

Figure 4.2: Interface of union of the two embedded NACA0012 aerofoils and their associated bounding boxes.
Chapter 4. Mesh Adjustment Scheme for Embedded Boundaries

routines is provided in Appendix A. The union of the two embedded NACA0012 aerofoils is shown in Figure 4.2. Included in this figure are the bounding boxes for the individual interface components as well as the union interface. A bounding box is defined by the maximum and minimum Cartesian coordinates of the object of interest and, therefore, contains that object entirely. The bounding boxes of the interface components are used as filters to quickly determine which computational cells are potentially intersected by or are contained by the associated union interface.

The first stage of the mesh adjustment procedure is to tag/paint each cell as an active cell, inactive cell, or an unknown cell and every node of each cell as known or unknown. Note that all cells and nodes are initialized as active and known, respectively. The unknown nodes (of an unknown cell) are candidates for adjustment. Most of the active cells (and known nodes) are quickly identified by comparing each of the nodes of a cell with bounding boxes of each of the interface components. If all of the nodes are deemed outside the bounding box then the cell is deemed active. Otherwise, each edge of the cell with contrasting tags are tested for potential intersection points with each edge of the interface union polygons. If an intersection exists between the cell edge and an interface edge then the nodes of the cell edge and the cell itself are tagged as unknown. If no edge/interface intersections exist, ray-tracing is performed to determine if the cell is deemed active or inactive. The ray-tracing algorithm is performed by counting the number of intersections between the line composed of the cell centroid and a reference point within the embedded boundary (typically the centroid) and each edge of the embedded boundary (refer to Appendix A). An odd

Figure 4.3: Tagging of the computational cells: cells with filled circles are tagged as inactive (internal to the embedded boundary), cells with hollow circles are tagged as unknown and are candidates for adjustment, and all other cells are active (external to the embedded boundary).
number of intersections indicates that the cell is outside the interface (active) and an even number of intersections indicates that the cell is inside the interface (inactive). Note that the actual point of intersection is not required during this initial tagging procedure and the point of intersection must be contained on both line segments. The result of this procedure is shown in Figure 4.3.

The NACA0012 aerofoil includes a sharp trailing edge. To provide an accurate representation of the embedded boundary, the next step of the adjustment algorithm is to identify the unknown cell that contains these sharp points and move the cell’s node that is closest to the sharp point onto that point. Note that the points of union between the two NACA0012 aerofoils components are also defined as sharp points. The adjustment of the mesh to these four sharp points is high-lighted by the arrows in Figure 4.4. All mesh nodes that are adjusted to the embedded boundary are tagged as aligned.

The mesh adjustment is comprised of two main stages. The primary adjustment involves merely relocating the unknown mesh nodes that are closest to the intersection point between the spline defining the embedded boundary and the mesh lines. The resulting adjusted grid is shown in Figure 4.5. All potential adjustment directions (along north, south, east, or west mesh lines) and intersection points are tabulated before the actual adjustment occurs. This allows for the parsing/reduction of the adjustments near zones of interest such as near the trailing edge of an aerofoil. Here the nodes internal to the aerofoil are potentially an equal distance from the embedded body in opposite directions, e.g., north and south. These nodes are marked for adjustment in both directions. To ensure a symmetric adjustment, these choices are eliminated and the neighbour nodes

![Figure 4.4: Adjustment of the mesh to sharp corners defined in the embedded boundary: two at the trailing edge of the aerofoils and two at points of union between the two components.](image-url)
are marked for adjustment instead, e.g., the $j+1$ and $j-1$ nodes to the north and south are marked for adjustment. As done previously, all mesh nodes that are adjusted to the embedded boundary are tagged as "aligned." It was found that the robustness and accuracy of the adjustment procedure was greatly improved if this primary adjustment procedure was performed twice in succession. In particular, this is essential on coarse meshes in which an embedded boundary may pierce the edge of a cell more than once. Note that aligned nodes are not permitted to be readjusted.

It can be seen in Figure 4.5 that the primary mesh adjustment creates computational cells that are bisected diagonally by the embedded boundary. The second mesh adjustment stage is required to account for these cells. This is accomplished by choosing the closest not-aligned node

![Figure 4.5: Result of the primary mesh adjustment.](image1)

![Figure 4.6: Result of the second mesh adjustment step.](image2)
to the embedded boundary and relocating it to that boundary point, as shown in Figure 4.6. This adjustment can potentially create a cell with zero area – either the cell under consideration or one of its neighbours. If this occurs, the adjusted node is reset to its initial location and the other not-aligned node is adjusted. If no valid choice is available then the mesh is under-resolved and the mesh cannot be adjusted without refinement. Some triangular cells are generated as a result of this second adjustment step. These cells are treated as degenerate quadrilateral cells with two coincident nodes. Note that the degenerate edges are only generated on the embedded boundary.

The final stage of the mesh adjustment algorithm is to re-tag all of the cells previously marked as unknown. The ray-tracing algorithm discussed above is used to determine if the adjusted cell is inside (active) or outside (inactive) the embedded boundary. In situations with multiple embedded boundaries which could potentially have unique boundary conditions and motion characteristics, all inactive cells are tagged using the number of the interface of union that it is associated with (possible values range from one to the number of union interfaces). All union interfaces are stored in an array and, therefore, this tagging method allows for quick identification of the associated embedded boundary. All active cells are tagged as zero. The final adjusted mesh is given in Figure 4.7.

One of the primary advantages of the proposed mesh adjustment scheme is that it will generate a piece-wise linear representation of the embedded boundary while still maintaining the \((i, j)\) data structure of the original body-fitted mesh, as shown by Figure 4.8 for a section of the embedded boundary. Note that the inactive nodes are retained to maintain the mesh data structure and may be reactivated in computations involving moving boundaries. The resulting mesh allows for
accurate calculation of cell areas and straightforward application of boundary conditions. Another advantage of this mesh adjustment algorithm is that very small cut-cells are not introduced and cell merging techniques are not required. The ratio of the smallest to largest neighbour cell areas is generally found to be not less than about 0.2–0.25. Since only local alterations are made to the mesh, the need for inter-solution-block communication is also not required and is, therefore, transparent to the parallel block-based AMR scheme. Moreover, application of the block-based AMR allows for a more detailed representation of the embedded boundary.

Use of the AMR scheme for the two embedded aerofoils is presented in Figure 4.9. The block structure of the initial adjusted mesh is shown in the left panel and includes 8 blocks and 2,048 cells. After four refinements, 497 blocks and 127,232 cells are used. To avoid excessive tangling/skewing of the mesh, the mesh is unadjusted (restored to its original form) before the mesh is refined and...
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is readjusted after refinement. Note that to perform the restriction or prolongation of the solution information from the old mesh to the new mesh, the adjusted mesh before the refinement must be saved. Three copies of the grid are required: the unadjusted mesh, the adjusted mesh, and the previously adjusted mesh (before AMR is performed). Prolongation of the solution information from a parent solution block into the child solution block is performed by simple injection. Restriction of the solution information is determined using an area-weighted average of the fine cell solution information of the cells that intersect with the coarse cell. The Weiler-Atherton algorithm can also be used to determine the polygon of intersection between the two cells (triangular or quadrilateral polygons) [210].

4.1.1 Ringleb’s Flow

The test problem used in Section 3.3.3 is re-considered to demonstrate the accuracy of the inviscid spatial discretization on a mesh adjusted to an embedded boundary. Here the embedded boundary represents the domain of the problem. A sample adjusted Cartesian mesh is shown in Figure 4.10(a) with 429 cells. The $L_1$- and $L_2$-norms of the solution error are plotted in Figure 4.10(b). The error-norms for the body-fitted mesh are included for comparison. For the adjusted Cartesian mesh, the slopes of the $L_1$- and $L_2$-norms are 1.93 and 1.81, respectively. However, considering only the two finest meshes, the $L_1$- and the and $L_2$-norms are 2.03 and 1.89, respectively. This indicates that the scheme is indeed second order accurate, even with the embedded boundary treatment.

![Figure 4.10: Ringleb’s flow: (a) Adjusted mesh with 429 cells and (b) Computed norms of the solution error.](image)
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Figure 4.11: Adjusted mesh at the leading edge of an embedded flat plate for a refined multi-block grid rotated at 30° (6 levels of refinement with 360 active blocks and 80,023 active cells). Block boundaries are indicated by the thick black lines. Each block contains 256 cells, \((N_x, N_y) = (16, 16)\).

Moreover, it should be stated that for stationary (non-evolving) embedded boundaries, the spatial discretization scheme is strictly conservative and monotonicity of the solution is readily enforced via the slope limiting procedure, both of which were described in Chapter 3.

4.1.2 Laminar Flat Plate Boundary Layer

The computation of laminar flow over a flat plate is now considered to explore the accuracy and capability of the proposed scheme for predicting viscous flows. Coirier and Powell [32] considered this case to investigate the use of the Cartesian cut-cell approach for computing viscous flows and were able to show accurate prediction of the mean-flow quantities. However, the resulting skin-friction coefficient proved to be quite oscillatory. This is a direct result of the extremely small cut-cell generated by the Cartesian cut-cell approach which makes the creation of a consistent and accurate viscous discretization virtually impossible. It is useful to explore the improvement over the cut-cell method offered by the adjusted mesh algorithm proposed here.

In this work, a non-axis aligned flat plate is embedded at 30° to the mesh. The freestream Mach number is 0.2 and the Reynolds number (based on the length of the plate) is 10,000. The mesh in the vicinity of the leading edge of the plate is shown in Figure 4.11. The initial mesh consists of 360 active blocks and 80,023 active cells after six refinements. The predicted skin-friction coefficient for a Reynolds number of 10,000 is shown in Figure 4.12(a) for the initial mesh and after two additional refinements. The initial mesh does not provide the desired resolution in the boundary layer and the skin-friction coefficient is slightly under predicted. Improvement in the drag estimation is provided by the additional mesh refinements. More importantly, the oscillatory nature of the skin-friction predictions produced by the cut-cell method are experienced here to a much smaller degree.
The cut-cell method of Ref. [32] resulted in peak-to-peak changes in the skin-friction coefficient of approximately 0.0025 whereas the variations in the current predictions are at least an order of magnitude less. Moreover, Figure 4.13 indicates that, as the flow Reynolds number is decreased, less resolution is required to accurately predict the skin-friction coefficient in a monotonic fashion. This is because the boundary-layer is generally thicker and contains more computational cells. The preceding results would seem to confirm the applicability of meshes created by the adjustment scheme for viscous flows, at least for low-to-moderate Reynolds numbers.

Figure 4.12: Estimation of the skin-friction coefficient for a non-axis aligned flat plate at $M = 0.2$ and $Re = 10,000$ for six, seven, and eight levels of refinement: (a) prediction for the entire plate and (b) a close-up of the prediction near the leading edge of the plate.
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Figure 4.13: Estimation of the skin-friction coefficient for a non-axis aligned flat plate at $M = 0.2$ for Reynolds numbers of 2,500, 5,000, 7,500, and 10,000 on the mesh shown in Figure 4.11.

4.1.3 Parallel Performance

It is useful to see how the parallel performance of the proposed finite-volume scheme is affected by the embedded boundary treatment. In order to do this, a fixed size problem is considered that involves the supersonic flow over a stationary ellipse. A similar problem is considered in Section 4.2.3 in which the flow over a translating ellipse is computed. For the current test case, a rectangular domain is decomposed into 640 solution blocks, each with $(N_x, N_y) = (32, 32)$ cells, of which 120 of the blocks were adjusted. These blocks were partially rendered inactive. An additional 160 blocks were completely inactivated by the mesh adjustment scheme. Though these inactive cells are maintained in the data structure, they are not used in the solution calculation. As a result, the mesh adjustment scheme alters the work-load of some of the solution blocks. Note that the percentage of inactivity of the solution blocks due to the adjustment of the mesh to an arbitrary interface is currently not considered when distributing the solution blocks to available processors and can, therefore, lead to an uneven load-balance among the available processors. The parallel performance for this test case is summarized in Figure 4.14. It can be seen that the efficiency of the parallel implementation suffers due to the load-imbalance resulting from the mesh adjustment scheme. However, only a 25% loss in efficiency was experienced over 80 processors and it is felt that the parallel performance is still very good considering the complexity of the problem. Redistribution of the solution blocks based on the percentage of inactivity would likely improve the efficiency of the implementation, however, this was not pursued since this distribution of the solution blocks could quite quickly become non-ideal when considering moving embedded boundaries and dynamic redistribution of solution blocks would be required.
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By performing only local alterations to the mesh, motion of embedded boundaries can be readily accounted for by first unadjusting the mesh and then re-applying the mesh adjustment algorithm according to the new location of the embedded boundaries. This is the approach used by the Cartesian cut-cell community [12, 126, 85]. In this work, embedded boundaries undergoing a prescribed rigid body motion or evolving motion due to a physical process are considered. The latter is directly relevant to the modelling of the core flows of solid propellant rocket motors. Evolving embedded boundaries are modelled using a parallel block-based AMR level set method which is described in Section 4.3 to follow.

The algorithm for moving embedded boundaries is performed in the following sequence of steps:

1. Determine the velocity at all spline points of each interface component.
2. Determine the union of the embedded boundaries.
3. Perform mesh adjustment algorithm.
4. Perform the solution of equation (3.6). The velocity at the Gauss point of cell edges that are aligned with the embedded boundaries are determined from the corresponding interface
component.

5. Determine the new location of the embedded boundary components and recompute the velocity at all spline points if necessary.

6. Determine the union of the embedded boundaries.

7. Unadjust the mesh (store previous adjustment).

8. Perform mesh adjustment and redistribute solution information as required.

9. Loop through steps 4-8 until the computation is finished.

Unadjusting the mesh before performing the mesh adjustment at the new locations for the embedded boundaries avoids excessive tangling of the mesh, however, other complications can arise. Due to this step, some of the computational cells that were formerly active may now be inactive. Conversely, some inactive cells may now be active. A re-averaging of the solution data is required to ensure conservation of the solution quantities. The solution content of any cells that have been newly deactivated is area-averaged into neighbouring active cells. The solution content of all of the active cells involved in the mesh adjustment procedure are then determined by taking the area-average of all of the previously active cells that intersect with newly active cells. This is similar to the restriction process required for AMR and has the same grid requirements. Here, the previously adjusted mesh corresponds to that of the previous time-step.

4.2.1 Piston Problem

A one-dimensional piston problem is now considered to assess the conservation properties of the proposed scheme for moving boundaries [126]. Although the moving piston problem is a rather simple inviscid problem, analytic expressions can be determined for the resulting shock wave that forms ahead of the piston and the rarefaction wave that is generated behind the piston and it provides a good test of the scheme’s conservation properties. If the method accurately conserves mass, momentum, and energy at the moving interface, the predicted shock strength and speed must match the analytic expression. Poor agreement would indicate solution content may be lost at the moving surface.

The predicted non-dimensional pressure and density fields are shown in Figure 4.15 for a piston moving at Mach 2 into a quiescent gas. Comparison with the analytical results reveals that the proposed numerical scheme accurately predicts the shock position and strength on the compression-side of the piston, as well as the rarefaction wave solution behind the piston, indicating that the conservation properties of the finite-volume formulation are maintained when a moving interface is introduced.
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Figure 4.15: Non-dimensional pressure and density ratios for the 1D moving piston at time 3 ms for a piston moving at Mach 2.

4.2.2 Oscillating Aerofoil

Prediction of the fluid flow over an oscillating aerofoil is considered next and compared to the experimental measurements obtained by Landon [103] to provide further validation of the numerical method for moving embedded boundaries. The original experimental work was conducted to examine flow conditions experienced by helicopter blades. In particular, a NACA0012 aerofoil is undergoing an oscillatory motion about the quarter chord defined by $\alpha(t) = \alpha_0 + \alpha_m \sin(2\pi ft)$ where $\alpha$ is the angle of attack. The parameters $\alpha_0 = 0.016^\circ$, $\alpha_m = 2.51^\circ$, and $f = 62.5$ are the initial angle of attack, the amplitude of the oscillation, and the frequency of the oscillation. The freestream Mach number was $M = 0.755$ and the flow Reynolds number based on the chord length was $\text{Re} = 5.5 \times 10^6$. This particular set of experimental results have been used in previous studies to validate numerical algorithms for inviscid (e.g., Dubuc et al. [43] and Murman et al. [126]) and turbulent (e.g., Chassaing et al. [25]) flow.

In this work, inviscid flow over the oscillating NACA0012 aerofoil is computed where the aerofoil is embedded on a cylindrical grid. The outer radius of the grid was located 32 chord lengths from the quarter chord of the aerofoil. The initial mesh consisted of two solution blocks with 384 cells each, $(N_x, N_y) = (16, 24)$. To achieve an accurate representation of the aerofoil, five mesh refinements were performed in an area surrounding the embedded boundary. No further mesh refinement was used during the computation. The final mesh consisted of 248 blocks and 95,232 cells. A close-up of the mesh surrounding the embedded boundary at the initial angle of attack is shown in the top panel of Figure 4.16. The block boundaries are indicated by the thicker black lines. Note that a steady-state solution is achieved at each mesh level before refinement and before the pitching of the
aerofoil is started. The adjusted meshes at angles of attack corresponding to the extreme points in
the oscillation are shown in the bottom two panels of Figure 4.16.

The pressure contours for the steady-state solution before the oscillation begins are shown in
the top right panel of Figure 4.17. The contour levels range from 70-120 kPa. Shocks have formed
on the upper and lower surfaces of the aerofoil. The initial angle of attack corresponds to a slight

![Figure 4.16: Close-up of the adjusted mesh at the initial angle of attack (top frame), \( \alpha = 0.016^\circ \), the extreme pitch-up angle of attack (middle frame), \( \alpha = 2.526^\circ \), and the extreme pitch-down angle of attack (bottom frame), \( \alpha = -2.494^\circ \). Block boundaries are indicated by the thick black lines. Each block contains 384 cells, \((N_x, N_y) = (16, 24)\).](image)
4.2 Dynamic Embedded Boundaries

Figure 4.17: Top two and bottom left panels: pressure contours, 70-120 kPa, for the steady-state solution before the oscillation and at two times during the third period of oscillation, 36 and 44 ms. Bottom right panel: comparison of the computed normal force coefficient for varying angle of attack with the experimental results of Landon [103].

pitch-up and, therefore, the shock on the upper surface is slightly stronger. The oscillating motion of the aerofoil was started after the steady-state solution was achieved. Temporal discretization was achieved using MacCormack’s predictor-corrector method with a CFL-number of 0.25. Approximately 300,000 time-steps were used for each period of the oscillation and a total time of 48 ms was simulated which corresponds to three periods of the aerofoil motion. As the aerofoil pitches up the shock on the upper surface strengthens and moves towards the trailing edge of the aerofoil. The shock on the lower surface diminishes in strength. At the peak of the pitch-up the shock on the lower surface has disappeared as can be seen in the upper right panel of Figure 4.17. Here, the pressure contours have been plotted at a time corresponding to 36 ms into the unsteady solution (first quarter of the third period). The converse of this situation occurs as the aerofoil pitches down. The shock on the upper surface begins to diminish and moves towards the leading edge
of the aerofoil, whereas a shock on the lower surfaces emerges from the leading edge, strengthens, and moves towards the trailing edge. At the extreme pitch-down point, the pressure contours are opposite to that of the peak pitch-up point as shown in the lower left panel of Figure 4.17. The pressure contours are plotted 44 ms into the unsteady solution (third quarter of the third period). It should be noted that during this process, the initial shock strengths are not re-established. For example, the shock on the upper surface is stronger than that on the lower surface at the half period (initial angle of attack, pitching down from maximum pitch-up). The reverse occurs at the end of each period. This leads to the hysteresis in the normal force coefficient as indicated in the lower right panel of Figure 4.17. In the figure, the normal force coefficient for varying angle of attack is plotted for the first three periods of the oscillation. After over-coming the initial response to the unsteady motion, the computed results are comparable to other numerical results [43, 126] and are in good agreement with Landon’s experimental results. The predictions provide additional support for the implementation and use of the mesh adjustment algorithm for dynamic embedded boundaries.

### 4.2.3 Translating Ellipse

The computed inviscid flow produced by the prescribed motion of an ellipse undergoing impulsively initiated linear translations in the negative $x$-direction at Mach 1.5 in a channel with reflecting upper and lower boundaries is used as a final example to illustrate the effective combination of the moving boundary and AMR algorithms. Refinement was directed using the gradient of the density refinement criteria with division and coarsening thresholds of 0.15 and 0.05, respectively. As done

![Figure 4.18: An ellipse translating at Mach 1.5 at (a) $t = 0.735$ ms (555 blocks, 55,500 cells, $\eta = 0.783$), and (b) $t = 1.470$ ms (802 blocks, 80,200 cells, $\eta = 0.687$). Pressure contours and mesh block boundaries are shown.](image)
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The level set method is an Eulerian front tracking method in which the location of the interface, $\Gamma(t)$, is implicitly defined by the zero contour of a function $\psi(\vec{x}(t), t)$ and is evolved by the solution of a Hamilton-Jacobi equation. The signed-distance function is used as the implicit function. Refer to Figures 4.19(a) and 4.19(b). This method was developed by Osher and Sethian [140]. Thorough explanations of the scheme are available in the textbooks by Sethian [175] and Osher and Fedkiw [138]. A brief description of the level set approach used herein is provided in the following subsections. In addition, the application of the block-based adaptive refinement scheme in conjunction with the level set method is outlined.

4.3.1 Level Set Equation

Evolution of the level set function is determined through the use of a scalar equation which can include motion due to a passive advection field, motion defined in the normal direction, and motion driven by the curvature of the interface. Curvature induced motion is not considered in this

Figure 4.19: Initial location of the interface is given in figure (a). Figures (b)–(d) show the initial signed-distance field, $\psi(x, y)$, passive advection of the scalar field in the indicated direction, and normal motion of the interface, respectively.
work. The level set equation can be derived by simply taking the time derivative of the function 
\[ \psi(\vec{x}(t), t) = 0 \] and applying the chain rule to arrive at

\[ \frac{d}{dt} \psi(\vec{x}(t), t) = \frac{\partial \psi}{\partial t} + \vec{v} \psi \cdot \frac{d\vec{x}}{dt} = 0. \]

If the velocity is determined by a passive advection field, such as the one shown in Figure 4.19(c),
then the velocity can be written as \( d\vec{x}/dt = \vec{u} \). If, however, the motion of the front is known to be in
the normal direction with a magnitude \( F \), see Figure 4.19(d), then \( d\vec{x}/dt \cdot \hat{n} \psi \) where \( \hat{n} \psi = \vec{\nabla} \psi / |\vec{\nabla} \psi| \).

Considering both types of motion, the level set equation is given by

\[ \frac{\partial \psi}{\partial t} + F |\vec{\nabla} \psi| + \vec{u} \cdot \vec{\nabla} \psi = 0. \]  

(4.1)

It was observed by Osher and Sethian that this equation is a Hamilton-Jacobi type equation [140]
which can be written in a general form as

\[ \frac{\partial \psi}{\partial t} + H(\vec{\nabla} \psi) = 0, \]  

(4.2)

where the Hamiltonian, \( H \), may be a function of both space and time. This is significant since in
one spatial dimension the Hamilton-Jacobi equation can be related to a hyperbolic conservation
law where \( u = \partial \psi / \partial x \) is the conserved variable. This connection allowed Osher and Sethian to
develop higher-order accurate numerical methods for solving Hamilton-Jacobi equations [140] of the
form given in equation (4.2) in one space dimension. Dimension by dimension discretization is used
for higher-dimensional problems. In this study, the fifth-order weighted essentially non-oscillatory
(WENO) scheme developed by Liu et al. [114], Jiang and Shu [91], and Jiang and Peng [90] is used
to determine the discrete approximations to the gradients for the solution of the level set equation
and the Eikonal and scalar extension equations discussed next. These WENO finite-difference
schemes are described in Appendix B. Temporal discretization is achieved using MacCormack’s
predictor-corrector or the fourth-order Runge-Kutta time-marching methods.

It should be noted that the level set equation, equation (4.1), is not in conservation form and is
not a conservation statement for any relevant physical quantity. Therefore, the numerical solution of
this equation in combination with the mesh adjustment scheme for evolving embedded boundaries
is not strictly conservative. Although some attempts have been made by researchers to address the
non-conservative nature of the level set equation [184, 186], these variants were not pursued as part
of this work. Instead, the fifth-order WENO scheme as well as the application of the block-based
AMR algorithm, refer to Section 4.3.4, are relied on to address this issue by allowing the errors
associated with conservation violation to be reduced and controlled to acceptably small levels.
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4.3.2 Eikonal Equation

Evolution of the level set equation, equation (4.1), will often cause the implicit function, \( \psi \), to develop features, such as steep gradients, such that it is no longer a valid signed-distance function. Note that it is very advantageous to maintain a signed-distance function since the spatial discretization schemes used are more accurate for smooth functions [138]. Re-distancing of the level set function can be accomplished by iteratively solving the Eikonal equation, \( F|\vec{\nabla}\psi| = 1 \), with a unit speed function, \( F = 1 \). In this work, the Eikonal equation is reformulated into a Hamilton-Jacobi equation, given by

\[
\frac{\partial \psi}{\partial \tau} + S(\psi)(|\vec{\nabla}\psi| - 1) = 0,
\]

as proposed by Sussman et al. [187] such that the discretization methods discussed above can be directly applied. The function is re-distanced when \( \tau \to \infty \). The function, \( S(\psi) \), is a sign function that allows for both the negative and positive sides of the distance function to be re-distanced at once. In this work, the sign function is approximated by

\[
S(\psi) = \frac{\psi}{\sqrt{\psi^2 + |\vec{\nabla}\psi|^2(\Delta x)^2}},
\]

as proposed by Peng et al. [149]. Although more expensive to formulate, it was found that this provided a better estimate of the sign function than the original smeared version, \( \psi_0/\sqrt{\psi_0^2 + (\Delta x)^2} \), used by Sussman et al. [187].

An initial estimate of the signed-distance function can be determined geometrically. Then the iterative solution of the Eikonal equation described above can be used to improve the initial signed-distance function.

4.3.3 Scalar Extension Equation

The speed of the interface in the normal direction is typically defined along the interface itself. However, before the level set equation, equation 4.1, is solved this speed function must be extended throughout the computational domain. Since the speed function must always point in the normal direction of the level set function, it follows that the speed function must satisfy

\[
\vec{\nabla}\psi \cdot \hat{n}_\psi = 0,
\]

which states that the angle between the gradient of the speed function and the normal direction of the level set function must be zero. As for the Eikonal equation, the scalar extension equation
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can be reformulated as a Hamilton-Jacobi equation (or in this case it is simply a scalar hyperbolic equation) given by

\[
\frac{\partial F}{\partial \tau} + S(\psi) \nabla \psi \cdot \nabla F = 0, \tag{4.6}
\]

which can again be solved using the same discretization methods. This approach is used herein. It was proposed by Zhao et al. [214] and first implemented by Peng et al. [149]. Equation (4.5) is satisfied in the limit of \( \tau \rightarrow \infty \).

4.3.4 Level Set Method with Adaptive Mesh Refinement

The use of AMR can significantly improve solutions provided by the level set method, and Milne [123] (see also Sethian [175]) has applied cell-based AMR methods [16] to improve mesh resolution in areas of high-curvature of the zero-level set. In this work, the block-based AMR scheme outlined in Chapter 3 is applied to the solution of the level set, Eikonal, and scalar extension equations. The curvature of the zero level set function is also used here as the refinement criteria. The curvature of the level set function, \( \kappa \), is computed by

\[
\epsilon \propto |\kappa| = \left| \nabla \cdot \left( \frac{\nabla \phi}{|\nabla \phi|} \right) \right|. \tag{4.7}
\]

User defined thresholds are used to determine the levels of high and low curvature in which block division and coarsening are to be pursued.

4.3.5 Zalesak’s Disk

A popular test case for assessing the performance of front tracking algorithms is the evolution of a rigid slotted disk in a rotating flow, also known as Zalesak’s disk [185, 47]. The problem configuration used here is the same as that studied by Sussman et al. [185]. The rotating two-dimensional velocity field is taken to be \((u, v) = (\pi/314)(50 - y, x - 50)\). The initial configuration of the disk is shown in the left-most panel of Figure 4.20 where the disk boundary is given by the zero contour shown by the thick black line. Initially, the mesh includes three levels of refinement with 250 blocks and 100,000 cells, \((N_x, N_y) = (20, 20)\). The subsequent three panels of Figure 4.20 show the computed position of the disk after an incremental rotation of 120° about the origin. These meshes contain 232, 229, and 250 blocks, respectively. The level set equation and the Eikonal equation are both solved using the fifth-order weighted essentially non-oscillatory spatial discretization procedure as outlined by Osher and Fedkiw [139] and a second-order predictor-corrector time-marching method. Solution of the Eikonal equation is required at every time-step to maintain an accurate
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Figure 4.20: Zalesak’s disk, from left to right: initial configuration (250 blocks, 100,000 cells, \((N_x, N_y) = (20, 20), \eta = 0.756\)), after 120° rotation (232 blocks, 92,800 cells, \(\eta = 0.773\)), after 240° rotation (229 blocks, 91,600 cells, \(\eta = 0.776\)), and 360° rotation (250 blocks, 100,000 cells, \(\eta = 0.756\)). The zero contour is shown by the thick black line and the block boundaries are given by the thin black lines.

and valid signed-distance function. It can be seen that the level set method coupled with the block-based AMR scheme is capable of maintaining an accurate definition of the disk throughout the rotation. Additional refinement could be employed to further reduce the diffusion of the disk as it rotates.

4.3.6 Constant Volume Bomb

The combustion of a semicircular charge of solid propellant in a closed vessel is simulated to demonstrate the coordination of the finite volume scheme, the AMR method, the mesh adjustment scheme, and the level set method for predicting fluid flows with an embedded boundary evolving due to a physical process. The initial adjusted multi-block mesh with five levels of refinement (130 blocks, 33,280 cells, \(\eta = 0.87\)) in the left panel of Figure 4.21 (mesh lines not shown). The right panel of this figure shows the initial multi-block mesh used for the solution of the level set problem. The level set method is computed on a separate overlapping Cartesian mesh which is adapted independently from the body-fitted mesh. Four levels of refinement are used here (58 blocks, 14,848 cells, \(\eta = 0.77\)). However, the mesh adjustment scheme requires an explicit representation of the embedded boundary at its current location. Therefore, a contour tracing algorithm is required to provide an approximate representation of the zero level set. The piecewise linear contour tracing algorithm proposed by Dobkin et al. [42] is used for this purpose and is described in Appendix C of the thesis.

The burning rate of the propellant and the state quantities of the combustion products is determined using a pressure dependent empirical relation. Application of the burning surface
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Figure 4.21: Initial configuration for the combustion of a semicircular propellant charge in a closed vessel. The initial adjusted multi-block body-fitted mesh is shown in the top panel (5 levels of refinement, 130 blocks, 33,280 cells, $\eta = 0.87$). The initial multi-block Cartesian mesh for the level set method is shown in the bottom panel (4 levels of refinement, 130 blocks, 33,280 cells, $\eta = 0.87$). Level set contours are shown and the zero level set is highlighted by the thick black line.

boundary condition is described in Appendix D. A composite propellant, AP-HTPB, is considered here. Refer to table 5.3 for the characteristics of the propellant in solid and gaseous states. The burning rate increases as the pressure in the chamber increases. It should be noted that the pressure is non-uniform over the surface and, therefore, the burning rate is also non-uniform. Consequently, the scalar extension equation, equation 4.6, is solved iteratively before the interface is evolved using the level set method. The predicted solution at 16 ms is shown in Figure 4.22 for a laminar flow ($Re \approx 6,000$). The predictor-corrector time-marching method outlined in Section 3.2 was used in this simulation with a CFL number of 0.25. Initially, the chamber was set at a pressure of 1 MPa and the pressure in the chamber has reached over 2.3 MPa at 16 ms. The multi-block mesh (310 blocks, 79,360 cells, $\eta = 0.70$) and the predicted temperature contours are given in the left panel of Figure 4.22. The level set contours and the multi-block mesh (28 blocks, 7,168 cells, $\eta = 0.89$) are shown in the right frame. It can be seen that at 16 ms the circular grain has regressed significantly and the propellant is slightly more than half burnt.
Figure 4.22: Predicted temperature contours and the adjusted multi-block body-fitted mesh are shown in the top panel (5 levels of refinement, 310 blocks, 79,360 cells, \( \eta = 0.70 \)) for the combustion of a semicircular propellant charge in a closed vessel 16 ms after ignition. Level set contours and multi-block Cartesian mesh are shown in the bottom panel (4 levels of refinement, 28 blocks, 7,168 cells, \( \eta = 0.89 \)). The zero level set is highlighted by the thick black line.
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Chapter 5

SOLID PROPELLANT ROCKET MOTOR SIMULATIONS

5.1 Rocket Motor Configurations

Predictions of solid propellant rocket motor operation for configurations typical of a CRV-7 rocket system are now described to demonstrate the capability of the proposed numerical algorithm. The CRV-7 rocket system represents the base target case of primary interest for the long-term research objectives. The CRV-7 rocket system contains a non-aluminized composite propellant composed of 80% oxidizer (ammonium perchlorate, AP) and 20% fuel (hydroxyl terminated polybutadiene, HTPB). As is typical in some tactical rocketry, inert aluminium oxide particles account for 3% of the solid propellant by mass, \( \alpha_s = 0.03 \). Therefore, the modelling of burning particles, particle-particle collision processes (such as agglomeration), and the transport of smoke are not required for the present work. The burning of the solid propellant and production of the propellant gases at the surface of the propellant grain is specified through the solution of a Riemann problem which is described in Appendix D. The treatment of the burning propellant boundary is very similar in spirit to the methods proposed by Gottlieb and Groth [61] for imposing boundary data at a variety of flow boundaries based on the solution of Riemann problems.

Results for four different simulations are presented and discussed. An inviscid gas-particle flow in a cylindrical grain rocket motor is described in the first section. The multi-velocity formulation is used for the particle-phase. The second case involves a laminar gas-only flow with an evolving cylindrical grain rocket motor. Two turbulent rocket motor flow configurations are discussed in the last section. In the first of these two cases, turbulent flow in a nozzleless rocket motor is predicted and compared to the experiments performed by Traineau et al. [193]. Here, air is injected directly into the rocket chamber at a specified mass flow rate. There is no combusting nor burning interface for this cold-flow problem. The second turbulent flow case includes the combustion of solid propellant. Results are given for this hot-flow case with and without particles to study the influence of the particle phase on the intensity of the turbulence.
5.2 Inviscid Gas-Particle Flow with a Stationary Combustion Interface

Rocket motor predictions using the multi-velocity formulation are presented in Figures 5.1–5.4 for an inviscid gas-particle flow in a cylindrical grain rocket motor with a 400 mm chamber length, a 40 mm internal radius, a nozzle throat radius of 10 mm, and an internal port radius of 20 mm. The propellant and particle characteristics are given in Tables 5.1 and 5.2, respectively. The solution procedure involved time-stepping the conservation equations to steady-state then refining the mesh and computing again. This is repeated for four mesh refinements. The initial and final grid configurations are shown in Figure 5.1 in the upper and lower panel of the figure, respectively. Note that only the nozzle end of the rocket is shown. The burning of the solid propellant leads to a head end pressure in excess of 2.8 MPa and produces sonic flow conditions at the nozzle throat and supersonic outflow in the rocket nozzle with the Mach number approaching 3.35. The particle-phase concentration contours through the converging-diverging nozzle computed using the multi-velocity formulation are depicted in Figure 5.2 for the initial and final meshes in the upper and lower portions of the figures, respectively. A comparison of the propellant gas and inert particle axial velocity components is shown in Figure 5.3. In addition, comparison of the computed centreline axial profiles for the density, pressure, gas and particle phase axial velocity component, and the gas and particle phase temperatures with the results of a one-dimensional analysis [64, 160] is given in Figure 5.4. The density and pressure profiles are in excellent agreement, both qualitatively and quantitatively, with the one-dimensional results. Much of the differences between the predictions
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Table 5.1: Propellant characteristics for AP-HTPB.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propellant density ($\rho_s$)</td>
<td>1740.0 kg/m³</td>
</tr>
<tr>
<td>Propellant specific heat ($c_s$)</td>
<td>1510 J/kg K</td>
</tr>
<tr>
<td>Propellant flame temperature ($T_f$)</td>
<td>3060 K</td>
</tr>
<tr>
<td>Propellant surface temperature ($T_s$)</td>
<td>1130 K</td>
</tr>
<tr>
<td>Propellant burning rate ($r_{ba} = \beta p^n$)</td>
<td>$0.5[p$(kPa)$]^{0.33}$ mm/s</td>
</tr>
<tr>
<td>Gas specific heat ($c_p$)</td>
<td>1845 J/kg K</td>
</tr>
<tr>
<td>Specific gas constant ($R$)</td>
<td>318 J/kg K</td>
</tr>
<tr>
<td>Gas thermal conductivity ($\kappa$)</td>
<td>0.184 W/mK</td>
</tr>
<tr>
<td>Gas absolute viscosity ($\mu$)</td>
<td>$8.19 \times 10^{-5}$ kg/m s</td>
</tr>
<tr>
<td>Gas ratio of specific heats ($\gamma$)</td>
<td>1.21</td>
</tr>
</tbody>
</table>

It can be attributed to the two-dimensional behaviour of the particle-phase, a discussion of which now follows.

It is clear from Figures 5.3 and 5.4(c) that there is a particle-phase velocity lag relative to the gas-phase velocity after the rapid acceleration through the nozzle. The particles are unable to expand in the nozzle due to their relative high mass, resulting in a region of zero particle concentration in the diverging section of the nozzle as shown in Figure 5.2. Before the nozzle throat, the particles are unable to negotiate the curved path of the converging section of the nozzle and impact the...
nozzle at a high velocity and can lead to erosion of the nozzle material. The particles become entrained with the gas and are pulled through the nozzle throat into the diverging section where a dense stream of particles can be seen. Similar results are found when using a single-velocity formulation for the particle-phase, however, with artificially higher peak concentrations predicted at the nozzle and the axis of symmetry due to issues associated with the degeneracy of the Eulerian formulation. The computations of Vuillot et al. [207] and York et al. [213] show similar patterns in the particle concentration contours. Figure 5.4(d) also indicates a temperature slip between the two phases in the diverging section of the nozzle. The gas-phase rapidly cools down as it expands and lowers the particle-phase temperature through the transfer of heat. Finally, it can be seen in Figure 5.2 that the application of the block-based mesh refinement algorithm has successfully clustered computational blocks at areas of interest. In particular, accurate resolution of the interface between zero and non-zero particle concentrations has been achieved.

<table>
<thead>
<tr>
<th>Table 5.2: Inert Al₂O₃ particle characteristics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average particle diameter ($d_p$)</td>
</tr>
<tr>
<td>Particle solid density ($\rho_p$)</td>
</tr>
<tr>
<td>Particle specific heat ($c_m$)</td>
</tr>
</tbody>
</table>
5.3 Laminar Flow with an Evolving Combustion Interface

Prediction of an internal solid propellant rocket motor flow is now described to demonstrate the viability and capability of the proposed scheme for computing two-dimensional axisymmetric laminar flow with an evolving embedded boundary. Here, a faster burning propellant was used than the previous case. The characteristics of the solid propellant and the combustion products are summarized in Table 5.3.

As for the constant volume bomb example, Section 4.3.6, the level set method is used to determine the evolution of the propellant grain based on the pressure-dependent burning rate. It is computed on a separate overlapping Cartesian mesh which is adapted independently from the body-fitted mesh and the piecewise linear contour tracing algorithm of Dobkin et al. [42] is used to provide an explicit representation of the embedded boundary for the mesh adjustment algorithm.

Figure 5.4: Comparison of computed centreline axial profiles with a one-dimensional analysis for (a) density, (b) pressure, (c) axial velocity component of the gas and particle phases, and (d) temperature of the gas and particle phases.
Table 5.3: Propellant characteristics for a fast burning AP-HTPB.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propellant density ($\rho_s$)</td>
<td>17.4 kg/m³</td>
</tr>
<tr>
<td>Propellant specific heat ($c_s$)</td>
<td>1510 J/kg K</td>
</tr>
<tr>
<td>Propellant flame temperature ($T_f$)</td>
<td>3060 K</td>
</tr>
<tr>
<td>Propellant surface temperature ($T_s$)</td>
<td>1130 K</td>
</tr>
<tr>
<td>Propellant burning rate ($r_{bs} = \beta p^\alpha$)</td>
<td>16.18[p(kPa)]^{0.50} mm/s</td>
</tr>
<tr>
<td>Gas specific heat ($c_p$)</td>
<td>1845 J/kg K</td>
</tr>
<tr>
<td>Specific gas constant ($R$)</td>
<td>318 J/kg K</td>
</tr>
<tr>
<td>Gas thermal conductivity ($\kappa$)</td>
<td>0.184 W/m K</td>
</tr>
<tr>
<td>Gas absolute viscosity ($\mu$)</td>
<td>$8.19 \times 10^{-5}$ kg/m s</td>
</tr>
<tr>
<td>Gas ratio of specific heats ($\gamma$)</td>
<td>1.21</td>
</tr>
</tbody>
</table>

The cost of evolving the location of the combustion interface, tracing the location of the zero level set, and subsequently performing the mesh adjustment algorithm according to the new location of the embedded boundary was found to require approximately one-and-a-half to two times the computational work associated with the application of one step of the explicit time-marching scheme for this case.

The predicted results are presented in Figures 5.5–5.7 for a cylindrical grain rocket motor with a 208.75 mm chamber length, 31.75 mm internal radius, a nozzle throat radius of 10.15 mm, an initial internal port radius of 20 mm, and an initial distance from the throat to the propellant grain of 65 mm. The initial geometry of the rocket motor can be seen in the top half of Figure 5.5. Note that the entire length of the combustion chamber is not shown. The overlapping Cartesian domain used for the level set problem is shown in the lower half of Figure 5.5. The location of combustion interface is given by the zero level set contour. Five levels of adaptive mesh refinement are used on the initial level set solution (56 blocks, 16,800 cells, $(N_x, N_y) = (30, 10)$, and $\eta = 0.985$). The steady state solution on the initial geometry is computed before the propellant grain is allowed to evolve. Six levels of adaptive mesh refinement are used during the steady state solution (168 blocks, 64,512 cells, $(N_x, N_y) = (24, 16)$, and $\eta = 0.945$). The steady state pressure and Mach number contours are shown in the upper and lower panels of Figure 5.6, respectively. The burning of the solid propellant leads to a head end pressure in excess of 1.4 MPa and produces sonic flow conditions at the nozzle throat and supersonic outflows in the rocket nozzle with Mach numbers over 2.5. The streaklines are also depicted in the lower half of Figure 5.6. The inset contains the velocity vectors which clearly indicate a low speed recirculation zone near the beginning of the converging section of the nozzle.
5.3 Laminar Flow with an Evolving Combustion Interface

Figure 5.5: Block structure and configuration for the prediction of an internal rocket motor flow for the fluid (top panel) and level set (lower panel) domains before the evolution of the combustion interface. Five levels of adaptive mesh refinement are used on the initial level set solution (56 blocks, 16,800 cells, \((N_x, N_y) = (30, 10)\), and \(\eta = 0.985\)). Six levels of adaptive mesh refinement is used during the steady state solution (168 blocks, 64,512 cells, \((N_x, N_y) = (24, 16)\), and \(\eta = 0.945\)).

Figure 5.6: Predicted steady-state pressure (top panel) and Mach number (bottom panel) distribution for the initial configuration of the cylindrical grain rocket motor. The streaklines are also shown in the bottom panel. The inset contains the velocity vectors which indicate a low speed recirculation zone near the beginning of the converging section of the nozzle.
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Figure 5.7: Predicted cylindrical grain rocket motor solution 8 ms after the combustion interface is allowed to evolve. The level set solution and block structure (41 blocks, 12,300 cells, and $\eta = 0.92$) are shown in the top panel. The Mach number distribution and streaklines are shown in the bottom panel. The adjusted body-fitted mesh includes 189 blocks and 72,576 cells ($\eta = 0.938$). The inset contains the velocity vectors which indicates that the low speed recirculation zone near the beginning of the converging section of the nozzle has decreased in size.

The predicted solutions 8 ms after the combustion interface is allowed to evolve is shown in Figure 5.7. Temporal discretization was achieved using the fourth-order Runge-Kutta time-marching method with a CFL-number of 0.95. Nearly four-million time-steps were required to evolve the combustion interface for 8 ms. Unlike the earlier simulations with moving embedded boundaries in which the location of the boundary and the mesh was readjusted every time-step, the very slow motion of the combustion interface as compared with the acoustic wave propagation speeds requires a much less frequent update of the geometry. For this case the location of the combustion interface was only updated every 2500 time-steps. The level set solution and block structure are given in the upper panel of this Figure. At this time, the Cartesian mesh for the level set problem contains 41 blocks and 12,300 cells. The Mach number distribution and streaklines are given in the lower panel. The adjusted body-fitted mesh contains 189 blocks and 72,576 cells (the block structure is not shown in the figure). It can be seen that just over 40% of the propellant has been burnt at this time. The low-speed recirculation region shown in the inset has decreased in size and strength since the sudden expansion after the propellant grain has decreased in height. As a result, the flow from the main cavity is able to interact more directly with the converging section of the nozzle.
5.4 Turbulent Rocket Motor Core Flows

5.4.1 Nozzleless Rocket Motor

The experimental measurements taken by Traineau et al. [193] for a turbulent flow in a nozzleless rocket motor can be used to validate the proposed algorithm for computing turbulent rocket motor core flows. In their experiment, air is injected from a reservoir directly into a planar rocket chamber at a constant mass flow rate. The length and height of the chamber are 48 cm and 2 cm, respectively. A diverging expansion section was included at the open end of the duct and has a length of 3.2 cm and a divergence angle of $15^\circ$. The total temperature and pressure in the reservoir are 260 K and 3 atm, respectively. The injection rate was controlled to be uniform along the entire chamber wall and the mass flow rate was designed to be 13 kg/m$^2$s. Traineau et al. [193] reported that a high level of surface generated turbulence was experienced at the injection wall which had a porosity of 50$\mu$m. Accordingly, the surface roughness parameter, $\sigma_v$, and the turbulence length-scale, $l_w$, at the mass injection boundary were set to 1.0 and 25$\mu$m, respectively, for this calculation. Furthermore, the turbulent kinetic energy and specific dissipation rate were integrated directly to the wall at this boundary with surface values specified by equation 2.72.

The predicted results are presented in Figures 5.8–5.10 and were computed on a uniformly refined mesh with 32 solution blocks and 24,576 cells, $(N_x, N_y) = (24, 32)$. The mesh was stretched towards the solid and injection boundaries such that the largest cell aspect ratio was 21,000. The predicted Mach contours for the nozzleless rocket motor are shown in Figure 5.8 for a region of flow that includes the expansion area. It can be seen that an exit Mach number over 2.25 is obtained and that the sonic speed contour occurs well within the duct. Similar Mach number distributions were obtained in the inviscid flow computations of Traineau et al. [193] and the turbulent flow predictions of Sabnis et al. [167]. The predicted static pressure profile along the centreline of the rocket and radial profiles of the axial velocity component at various stations in the rocket chamber are plotted.
Figure 5.9: Comparison of the predicted axial pressure along the centreline of the rocket with the experimental results of Traineau et al. [193].

Figure 5.10: Comparison of the predicted normalized axial velocity profiles at various stations in the rocket chamber with the experimental results of Traineau et al. [193].
against the experimental data of Traineau et al. [193] in Figures 5.9 and 5.10, respectively. The pressure and axial velocity profiles are in excellent agreement with the experimental results. These predictions provide additional support for the implementation and use of the $k$-$\omega$ turbulence model for the prediction of turbulent rocket motor core flows.

5.4.2 Turbulent Gas-Particle Flow

A final set of numerical solutions are now described to demonstrate the viability and capability of the proposed scheme for computing two-dimensional axisymmetric turbulent gas-particle SRM core flows. The rocket used here has chamber length of 208.75 mm, a chamber radius of 31.75 mm, and a throat radius of 10.15 mm. The propellant and particle characteristics are given in Tables 5.1 and 5.2, respectively.

No-slip and isothermal boundary ($T = 298$ K) conditions were applied at the solid walls at the head-end and along the nozzle. The turbulence boundary condition (wall functions or direct integration) are applied according to an automated switching process as dictated by the available cell resolution [55]. The combustion products of the solid propellant are injected into the flow directly from the chamber wall. As discussed in Chapter 2, the kinetic energy and specific dissipation rate are directly integrated to the burning surface where their values where the surface roughness parameter and the length scale of the turbulence are specified by $\sigma_v = 0.035$ and $l_{bs} = 200$ $\mu$m. These are the same values used by Cai et al. [23].

Figure 5.11: Multi-block grid structure for a cylindrical grain rocket motor after four levels of mesh refinement. The top panel contains the multi-block mesh for the gas-only flow (40 blocks, 11,520 cells, $\eta = 0.844$). The bottom panel contains the multi-block mesh for the gas-particle flow (82 blocks, 23,616 cells, $\eta = 0.680$).
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Figure 5.12: Predicted Mach number contours for a gas-only flow (upper panel) and a gas-particle flow (lower panel) for a cylindrical grain rocket motor. Gas streamlines are shown in the upper panel for the gas-only flow and particle-phase streamlines are given in the lower panel for the gas-particle flow.

The numerical results for this turbulent case are presented in Figures 5.11–5.14 for both a single-phase gas-only flow and a gas-particle flow. The results for the gas-only and gas-particle flows are shown in the upper and lower portions of the figures, respectively. The particle concentration contours are shown in Figure 5.13 for the two-phase flow case. The adapted multi-block mesh is shown in Figure 5.11. Note that the entire length of the rocket is not shown. Four levels of mesh refinement were used in both cases. The initial mesh included four mesh blocks, each with 288 cells, \((N_x, N_y) = (12, 24)\). The final mesh for the gas-only flow, included 40 blocks, 11,520 cells, and an efficiency of 0.844 as seen in the upper panel of Figure 5.11. The gas-particle flow included the gradient of the particle concentration as an additional refinement criteria resulting in a denser final mesh with 82 blocks, 23,616 cells, and an efficiency of 0.680. The burning of the solid propellant leads to a head end pressure in excess of 2.1 MPa for the gas-only flow and 1.95 MPa for the gas-particle flow. In both cases, sonic flow conditions are produced at the nozzle throat and supersonic outflow in the rocket nozzle with the Mach number exceeding 3. The Mach number contours are shown in Figure 5.12. Ahead of the nozzle throat, the Mach contours are very similar for both cases. However, after the nozzle throat, it can be seen that the heavy particles impede the acceleration of the gas and lower exit velocities are achieved. Also shown in this Figure are the streamlines for the gas in the upper panel from the gas-only flow and the particle-phase in the lower panel for the gas-particle flow. It is evident from the particle-phase streamlines that the high concentration of particles near the centre-line of the rocket are affecting the behaviour of the gas phase. As seen in Section 5.2, the particle concentration contours shown in Figure 5.13
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Figure 5.13: Predicted particle-phase concentration contours for a cylindrical grain rocket motor.

indicate that the particles before the nozzle throat are unable to negotiate the curved path of the converging section of the nozzle and impact the nozzle at a high velocity. The particles become entrained with the gas and are pulled through the nozzle throat into the diverging section where a dense stream of particles can be seen. The inset of this figure shows the particle concentration contours at the nozzle wall. The high particle concentration zone is actually off of the wall. This is a result of the reflection of the particles from the wall. The multi-velocity formulation for the particle-phase enabled this detailed prediction of the particle dynamics previously unattainable by the single-velocity formulation.

The contours of the turbulence intensity are shown in Figure 5.14. The turbulence intensity is determined as

\[ I = \frac{\sqrt{k}}{U_0}, \]  

(5.1)

where the reference speed, \( U_0 \), is taken to be the approximate speed of the gas at the transonic contour at the nozzle throat, \( U_0 \approx 1000 \text{ m/s} \). It can be seen that the maximum turbulence intensity occurs at the walls of the nozzle and at the centre-line of the rocket in the area of the nozzle throat. The turbulence intensity at the centre-line of the rocket has achieved a maximum of approximately 0.03 and 0.025 for the gas-only and the gas-particle flows, respectively. The heavy particles have, therefore, effectively reduced the intensity of the turbulence by 16.7\%.
Figure 5.14: Predicted turbulence intensity contours for a gas-only flow (upper panel) and a gas-particle flow (lower panel) for a cylindrical grain rocket motor.
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CONCLUSIONS AND RECOMMENDATIONS

6.1 Summary and Conclusions

A new computational framework for predicting two-dimensional axisymmetric turbulent multiphase solid propellant rocket motor core flows has been proposed, developed, and demonstrated via application to be effective. The cornerstone of this numerical scheme is the use of a parallel block-based adaptive mesh refinement algorithm. AMR methods are effective in resolving the multiple solution scales typical of such complex fluid flow while minimizing computational expense. The use of body-fitted mesh blocks makes the application of the block-based AMR more amenable to flows with thin boundary layers and permits anisotropic refinement as dictated by initial mesh stretching. In addition, the block-based data structure lends itself naturally to domain decomposition and thereby enables efficient and scalable implementations of the algorithm on distributed-memory multi-processor architectures. To add even greater flexibility, a new mesh adjustment scheme has also been devised in which the body-fitted multi-block mesh is locally adjusted to arbitrarily embedded boundaries that are not necessarily aligned with the mesh. Not only does this scheme allow for rapid and robust mesh generation involving complex embedded boundaries, it also enables the solution of unsteady flow problems involving bodies and interfaces moving relative to the flow domain, such as the propellant grain of SRMs. Furthermore, the level set method has been adapted to successfully treat evolving embedded interfaces and boundaries. The cost of evolving the location of the combustion interface, tracing the location of the zero level set, and subsequently performing the mesh adjustment algorithm according to the new location of the embedded boundary was found to be only about one-and-a-half to two times the computational work associated with the application of one step of the explicit time-marching scheme, making the scheme quite efficient for unsteady computations. The mesh adjustment scheme proposed in this dissertation permits the treatment of stationary and dynamic embedded boundaries and is competitive and in many respects superior to
other techniques. The main advantages of this scheme are (1) only local alterations to the mesh are required, (2) the creation of small cut-cells is avoided, (3) the \((i, j)\) data structure of the underlying body-fitted mesh is maintained, (4) conservation of the flow quantities is maintained, and (5) the scheme allows for effective parallel implementation.

An Eulerian formulation was used to describe the behaviour of the coupled gas-particle flow. Eigensystem and dispersion analyses of the one-dimensional form of the equations were conducted to gain the a better understanding of the wave structure and dynamic behaviour of the system equations as well as the degenerate nature of the inert, disperse, and dilute particle-phase equations. A Godunov-type finite-volume scheme and explicit time-marching schemes have been developed and implemented to accurately predict the interaction between the gas and solid particles injected into the rocket chamber at the combustion interface. The mathematical characteristics of the Eulerian formulation for the particle phase required a new solution method to be developed for the particle-phase that allows for a more physically realistic solution than was previously attainable. Single-velocity formulations are capable of predicting regions of zero particle concentration but are problematic with crossing particle trajectories or compression waves. The multi-velocity formulation described herein can account for crossing particle trajectories by splitting the particle-phase into distinct velocity families which are transported separately in the flow and thereby alleviates many of the difficulties associated with the degeneracy. Although this method requires some additional computing resources in terms of both memory (twelve additional variables) and approximately one-and-a-half times the computing time of the single-velocity formulation, it enables for the first time the treatment of crossing particle trajectories within an Eulerian framework. Stronger particle compression waves are easily reproduced and, therefore, crossing trajectories and reflection boundary conditions can be realistically handled. Significantly improved two-phase flow solutions can thus be obtained. A distinct advantage of using an Eulerian formulation over a Lagrangian formulation for the particle phase is that efficient parallel implementation is easily accomplished.

A considerable amount of attention has been given to the validation of each component of the computational framework described in this dissertation. This was accomplished by comparing predicted solutions to a variety of available analytic solutions and experimental data. The accuracy of the inviscid gas-phase discretization scheme was verified by comparing with Ringleb’s hodograph solution for an isentropic, irrotational flow contained between two streamlines. In addition, the Mach reflection of a shock wave from a wedge was qualitatively compared to the shadowgraphs presented by Van Dyke [45]. The viscous gas-phase flux evaluation procedure was validated by comparing predicted solution of a laminar flat plate boundary layer with Blasius’ analytical solution. Although not reported in this document, laminar channel and pipe flows were also used to validate
the viscous flux discretization procedure [170]. The experimental results taken by Laufer [107] for a turbulent pipe flow were used to validate the implementation of the $k-\omega$ turbulence model. The analytic solution to the one-dimensional piston problem was used to demonstrate the conservation properties of the moving boundary scheme. Landon’s experimental measurements of the normal force coefficient for an oscillating NACA0012 aerofoil [103] was also used to validate the scheme for dynamic embedded boundaries. Predicted rocket motor results have also been validated by quantitatively comparing the two-dimensional predictions with the results of a one-dimensional analysis [64, 160] and the nozzleless rocket motor experimental results of Traineau et al. [193].

Coupling of the multi-velocity formulation and embedded mesh algorithm within the parallel AMR framework has resulted in a unique and powerful tool for the treatment of core flows in solid rocket motors. The viability of this computational tool for predicting complex internal rocket motor flows has also been clearly demonstrated. The proposed methodology will allow for future study of the structure and characteristics of two-dimensional axisymmetric SRM core flows, including the fluid and solid particle transport through the core flow and the effective thrust and choking of the rocket motor due to particle concentration. Other potential research includes the effects of structural oscillations [62], ignition dynamics [65, 4], and more sophisticated burning models [94, 159, 63, 22, 183]. Beyond modelling the regression of the combustion interface, the capability of simulating moving boundaries can allow for the study of the influence of flexing inhibitors on the fluid flow as well as propellant slumping effects at joint slots between propellant segments [54]. Figure 6.1 shows a preliminary computation of a solid propellant rocket motor core flow where two

![Figure 6.1: Predicted cylindrical grain rocket motor results with two embedded inhibitors. The block structure is shown in the top panel after five levels of mesh refinement (195 blocks and 99,480 cells). The Mach number contours are shown in the lower panel as well as the velocity vectors in the chamber between the the two inhibitors.](image-url)
inhibitors have been embedded in the domain along with the propellant grain. The multi-block grid structure is shown in the top panel of the figure with five levels of mesh refinements (195 blocks and 99,480 cells). The predicted Mach number contours are shown in the bottom panel for a laminar flow and the velocity vectors shown in the rocket chamber indicate that vorticies have been generated by the leading inhibiter.

### 6.2 Recommendations

Although the computational framework outlined in this dissertation provides an excellent tool for studying the characteristics of rocket motor core flows, there are a number of areas in which additional capability could be added and the performance of the algorithm could be improved, which were deemed beyond the scope and time frame of this thesis. These recommendations for future research are summarized below.

The rocket motor results described in Chapter 5 make evident the capability of the block-based AMR scheme to provide additional resolution where it is required. In particular, the AMR scheme in conjunction with the use of body-fitted mesh blocks, allows for accurate prediction of the boundary-layer as it changes in thickness along the converging-diverging nozzle for laminar and turbulent flows. However, the current implementation of the AMR scheme only allows for the division of a block into four children blocks in the two-dimensional case. An alternative approach would be to allow blocks to divide into two children blocks with mesh refinement only taking place in one of the two space dimensions. This type of block division could enhance the cell stretching whereas the current method simply maintains it. Note that the block connectivity would now be maintained using a binary tree instead of the quadtree. This type of refinement was used by Ham et al. [72] on Cartesian meshes and by Ferm and Lötstedt [49] on body-fitted meshes. In addition, Ham et al. and Ferm and Lötstedt use error estimates to provide refinement criteria based on local truncation errors. Refinement criteria based on error estimates could lead to more efficient meshes. For unsteady flow, the current algorithm requires a user-specified frequency for the mesh refinement algorithm. Although effective, this process can be automated through the use of an error projection method [24].

Solid particles are often added to the propellant to enhance combustion and burning stability. In tactical rocketry, inert particles, such as aluminum oxide, Al₂O₃, are often used resulting in reduced smoke and thermal signatures. However, reactive particles, typically aluminum, are more commonly used as they also act as a fuel, injecting hot gas into the combustion chamber as they burn. Difficulties in the simulation of burning particles using Eulerian formulations (tracking
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varying particle sizes) has forced some researchers to turn to Lagrangian formulations for the particle phase [44, 129, 168]. However, recent work by Laurent and co-workers on Eulerian modelling for polydisperse dense liquid sprays has provided a potential method for overcoming this difficulty [108, 109, 110]. For many applications, Eulerian methods are preferred over Lagrangian purposes due to computational efficiency and parallel scalability. Use of this scheme for simulating burning aluminum particles should be investigated as it could allow for a much broader range of rocket motor core flows to be studied.

The stencil for the linear least squares reconstruction of the gradients of the primitive solution quantities at cell \((i, j)\) includes all eight of its neighbour cells. Ghost cells are used at all block boundaries and are filled appropriately so that the reconstruction stencil is consistent everywhere. However, at embedded boundaries the stencil is reduced by neglecting the inactive neighbour cells since it is difficult to fill these cells with reliable information. This can result in one-sided reconstruction stencils which can lead to poor approximations to the gradients. The reconstruction at embedded boundaries can be improved by imposing constraints on the least squares procedure as provided directly by the boundary condition data [135].

Due to the resolution required within boundary layers, only low-to-moderate Reynolds number flows involving embedded boundaries are tractable. However, this can be alleviated by using a hybrid mesh approach where a body-fitted mesh is attached to the embedded boundary. The mesh adjustment algorithm is then performed at the interface between the mesh fitted to the embedded boundary and the domain mesh. This approach has previously been used with the Cartesian cut-cell method [39]. Not only will the use of a hybrid mesh approach allow the computation of higher-Reynolds number flows but the oscillations that appear in the skin friction coefficient due to the non-smooth mesh will be eliminated. In addition, the block-based AMR scheme could be applied independently to the background and body-fitted meshes.

The explicit time-marching scheme with multigrid convergence acceleration, while adequate for the present study, is thought not to be optimal and further improvement to the time-marching scheme is possible. Parallel implicit methods for predicting steady-state inviscid and laminar combusting flows have been shown to be computationally efficient by Groth and Northrup [68] and Northrup and Groth [133] when coupled with the finite-volume scheme described in Chapter 3. This approach should be extended to turbulent multi-phase flow to provide an improvement over the performance of the time-marching scheme described in this thesis for steady-state calculations.

The calculation of unsteady flows can be time-prohibitive when using an explicit time-marching scheme due to stability constraints. This fact is aggravated when the unsteady flow involves dynamic embedded boundaries as the magnitude of the time-step is also restricted by the speed of the
boundary movement. The mesh must be readjusted as the embedded boundary advances through the domain and some of the solution content may have to be redistributed. If the boundary is allowed to move through more than one computational cell during a single time-step then the solution content in those cells would be lost. This same constraint exists for moving boundary problems using the Cartesian cut-cell method [12, 126]. In an attempt to circumvent this issue, Murman *et al.* [126] derived a correction term to account for the missing wall flux contribution if the boundary were to skip cells. This algorithm, implemented with the Cartesian cut-cell method, requires that the motion of the moving boundary can be predetermined. They showed encouraging results using a dual time-stepping scheme in which implicit Euler was used for the physical time-step. Research into this area should be continued to make such unsteady computations more tractable.

The current implementation of the mesh adjustment algorithm will only allow flow computation in the active cells. Extension of the numerical framework to not only allow for computation on both sides but also allow for different system of equations to be computed on either side would be straight-forward. In terms of rocket motors, such an extension would allow for a concurrent heat transfer and structural analysis inside the propellant grain and in any structural members inside the rocket (*e.g.*, inhibitors). The potential to simulate the erosion of the nozzle due to impact of solid particles also exists. Other applications include the large-eddy simulation of premixed turbulent flames, gas-liquid flows, and multi-phase flows.

The treatment for applying boundary conditions for the turbulence variables with mass injection should be investigated further. In addition, the incorporation of erosive [94, 159, 63] and transient burning effects [22, 183] should be incorporated into the propellant combustion model. Erosive burning rates can be of the same order of magnitude as the pressure dependent burning rate, particularly away from the head end of the rocket motor where the combustion products are moving more rapidly and during the initial phase of a rocket firing when the port-to-throat area is small [63].

One of the objectives of this dissertation was to provide insight into the requirements for developing a high-fidelity, efficient, and robust three-dimensional tool. Even though the block-based AMR scheme was essential in achieving the required mesh resolution with minimal cells in two-dimensions, the savings it will provide in terms of memory and computational time is even more critical in three space dimensions. With or without the changes recommended above, implementation of the AMR scheme to three-dimensional body-fitted mesh blocks would be straightforward. The multi-velocity formulation for the particle-phase will also extend simply to three dimensions. Here, there are eight velocity families to track and store. Although conceptually straightforward
and certainly possible, the mesh adjustment scheme may become fairly computationally intensive in three dimensions. Moreover, a large number of cells may then be required to provide an accurate representation and ample resolution of an arbitrarily shaped boundary, especially when predicting viscous flows. Nevertheless, despite the additional complexity in the logic that would be required, it is felt that this scheme would provide an efficient method for adjusting three-dimensional meshes to arbitrarily embedded boundaries. To help alleviate the number of cells required to accurately resolve geometrically complex embedded boundaries it is recommended that the hybrid mesh approach discussed above is adopted so that the mesh adjustment algorithm is only required to adjust to ellipsoids. Moreover, the interface between the meshes where the adjustment occurs should be located in regions of flow where viscous effects are negligible and mesh resolution requirements are reduced.
Chapter 6. Conclusions and Recommendations
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APPENDICES
Appendix A

POLYGON AND LINE INTERSECTION ROUTINES

The mesh adjustment scheme outlined in Chapter 4 uses n-sided polygons to represent the embedded boundaries. Polygons are closed plane shapes that are bounded by three or more line segments. Various algorithms are described in this Appendix involving polygons, including: area calculation, centroid determination, a point-in-polygon routine, and the Weiler-Atherton algorithm [210] for finding the intersection or union of two polygons. It is assumed that the polygons are simple (not self-intersecting) and do not contain any holes. Concave and convex polygons are allowed. In addition, the vertexes of all polygons are listed in counter-clockwise order. Both the Weiler-Atherton and the point-in-polygon routines make extensive use of a line intersection routine. An efficient intersection method based on the solution of the equations resulting from the parameterization of the two line segments is also presented in this Appendix.

Figure A.1: A 5-sided polygon split into three triangles. The first node is common to all of the triangles and the triangles do not intersect.
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Area of a Polygon

All \( n \)-sided polygons can be split into \( n-2 \) triangles. Figure A.1 shows a 5-sided polygon that is sectioned into three non-intersecting triangles. The first node is common in all of the triangles. The area of the \( n \)-sided polygon can be found by simply summing the area of each of the \( n-2 \) triangles, as given by

\[
A = \frac{1}{2} \sum_{i=2}^{n-1} \left[ (\vec{x}_i - \vec{x}_1) \times (\vec{x}_{i+1} - \vec{x}_1) \right] \cdot \hat{k}.
\]  

(A.1)

Note that for a convex polygon, a negative area results from one of the triangles since the vertexes of this triangle are listed in clock-wise order. This negative area removes duplicated and additional areas included by the other triangles and, therefore, resulting in the correct area.

Centroid of a Polygon

Determination of the centroid of an \( n \)-sided polygon is similar to the area calculation. The centroid of a triangle is the average of its three vertexes. The centroid of any polygon can be found by taking the area-weighted average of each of the sub-triangles,

\[
\vec{x}_A = \sum_{i=1}^{n-2} \vec{x}_{ti} \left[ (\vec{x}_i - \vec{x}_1) \times (\vec{x}_{i+1} - \vec{x}_1) \right] \cdot \hat{k},
\]  

(A.2)

where \( \vec{x}_{ti} \) is the centroid of triangle \( i \). For convex polygons, the negative area resulting from the triangles whose vertices are listed in clock-wise order correctly accounts for duplicated areas.

Point-In-Polygon Test

An efficient method is required to determine whether or not a point of interest is contained within a polygon of interest. For example, this test is used to determine if a cell is contained inside or outside an embedded boundary. Two methods, bounding-box filters and ray-casting, are used to achieve this task in a rapid manner. These algorithms are used frequently in the Cartesian cut-cell approach [1].

The bounding-box filter provides a quick and cheap test that narrows down candidate points that may be contained within a polygon. The bounding-box is defined by \( \vec{x}_{min} = (x_{min}, y_{min}) \) and \( \vec{x}_{max} = (x_{max}, y_{max}) \) where the components of these vectors correspond to the minimum and maximum \( x \) and \( y \) values of the polygon. An example of a bounding-box for a seven-sided polygon is shown in the left side of Figure A.2. The bounding-box is indicated by the dashed line. The
point of interest, \((x, y)\), may be inside the polygon if

\[
x \geq x_{\text{min}}, \quad y \geq y_{\text{min}}, \quad x \leq x_{\text{max}}, \quad \text{and} \quad y \leq x_{\text{max}}.
\]  

(A.3)

If the point of interest is contained within the bounding-box then ray-casting is performed to make the final determination. The ray-tracing algorithm is performed by counting the number of intersections between the line composed of the point of interest and a reference point within the polygon and each edge of the polygon. An odd number of intersections indicates that the point is outside the polygon and an even number of intersections indicates that the point is inside. An example of ray-casting is shown in the right side of Figure A.2. Three intersection points exist and, therefore, the point is outside the polygon.

**Weiler-Atherton Algorithm**

The Weiler-Atherton algorithm is an efficient and robust method for finding the union or intersection of two overlapping polygons [210]. This algorithm is used in this work to determine the union of embedded boundary components and to determine the intersection of cells for performing a conservative restriction of the solution information from a coarse cell to a fine cell. An alternative method for finding the intersection of two polygons is the polygon clipping approach of Sutherland and Hodgman [188]. However, it was found that the Weiler-Atherton algorithm is more flexible and robust for general \(n\)- and \(m\)-sided polygons, whereas, the polygon clipping algorithm can be made extremely efficient if one of the polygons of interest is a non-rotated square. The latter method is often used in the Cartesian cut-cell method for this reason.

Consider the intersecting polygons in Figure A.3. The first polygon is a square with vertices 1, 2, 3, and 4. The second polygon is a triangle with vertices \(a\), \(b\), and \(c\). One of the points of
intersection, \( \alpha \), results from the intersection of edge 1–2 of the square and edge \( c–a \) of the triangle. The other point of intersection, \( \beta \), results from the intersection of edge 2–3 of the square and \( b–c \) of the triangle. The first step of the Weiler-Atherton algorithm is to label each of the polygon vertices as inside or outside the other polygon. The points of intersection are then inserted into the appropriate location of each polygon’s list of vertices. For the example in Figure A.3, the square’s vertices are now 1, \( \alpha \), 2, \( \beta \), 3, and 4 and the triangle’s vertices are \( a, b, \beta, c \), and \( \alpha \). The primary polygon may have to be reordered such that its first point is outside the second polygon. Similarly, the second polygon is reordered such that the first point is the first intersection point encountered when visiting the first polygon’s list of vertices.

The polygons of union or intersection can now be determined by parsing the two lists. The polygon of union is found by including vertices that are labelled as outside or are intersection points. The polygons of intersection are found by including the intersection and points labelled as inside. Parsing of the lists are switched when the even numbered intersection point is encountered. This process is shown in Table A.1 where the square polygon is the primary polygon. The first point of the polygon, vertex 1, is outside the secondary polygon. This point is neglected when

| Table A.1: Example of the Weiler-Atherton algorithm for finding the intersection and union of two polygons. |
|-----------------|---|---|---|---|---|
| Square          | 1 | \( \alpha \) | 2 | \( \beta \) | 3 | 4 |
| Triangle        | \( \alpha \) | \( a \) | \( b \) | \( \beta \) | \( c \) |
| Intersection    | \( \alpha \) | 2 | \( \beta \) | \( c \) |
| Union           | 1 | \( \alpha \) | \( a \) | \( b \) | \( \beta \) | 3 | 4 |
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looking for the polygon of intersection and kept for the union polygon. The same is done for the second point, vertex 2. The third point is the first point of intersection, α. It is included in the union and intersection polygons. The fourth point, vertex 2, is inside the triangle and it is added to the polygon of intersection list and is ignored for the union polygon. The next point is the second intersection point, β. Before this point is included, the secondary list is parsed until the point β is reached. Both vertices a and b are external to the primary polygon and are neglected when compiling the polygon of intersection and included when finding the union polygon. The second intersection point, β, is now included and the parsing returns to the vertices of the primary polygon. The final two points, vertices 3 and 4, are both external to the secondary polygon and included or disregarded as is appropriate. Finally, all leftover vertices of the secondary polygon, in this case just c, are considered. The vertex c is inside the secondary polygon and is, therefore, included in the polygon of intersection and neglected for the union polygon. As is indicated in Table A.1, the polygon of intersection includes four vertices: α, 2, β, and c. The union polygon is a seven-sided polygon with the following vertices: 1, α, a, b, β, 3, and 4. Note that vertices of both resulting polygons are returned in counter-clockwise order.

Intersection of Two Lines

The ray-casting and Weiler-Atherton algorithms requires the use of an algorithm for the intersection of two line segments. The mesh adjustment scheme presented in Chapter 4 also requires extensive use of such an algorithm. Therefore, a highly efficient method is essential.

The method used here is based on the solution of the equations resulting from the parameterization of the two lines. The parameterization of two line segments are given by

\[ \vec{r}_a = \vec{x}_{a_1} + s(\vec{x}_{a_2} - \vec{x}_{a_1}) = \vec{x}_{a_1} + s\Delta\vec{x}_a \]

\[ \vec{r}_b = \vec{x}_{b_1} + t(\vec{x}_{b_2} - \vec{x}_{b_1}) = \vec{x}_{b_1} + t\Delta\vec{x}_b \]

where \( \vec{x}_{a_1} \) and \( \vec{x}_{a_2} \) are the end-points of one of the line segments and \( \vec{x}_{b_1} \) and \( \vec{x}_{b_2} \) are the end-points of the other line segment. The parameters \( s \) and \( t \) are constrained to lie between zero and one, \( s \in [0, 1] \) and \( t \in [0, 1] \).

The point of intersection requires that \( \vec{r}_a = \vec{r}_b \) at some value of \( s^* \) and \( t^* \). This results in the following system of equations,

\[
\begin{bmatrix}
\Delta x_a & -\Delta x_b \\
\Delta y_a & -\Delta y_b \\
\end{bmatrix}
\begin{bmatrix}
s^* \\
t^* \\
\end{bmatrix} =
\begin{bmatrix}
x_{b_1} - x_{a_1} \\
y_{b_1} - y_{a_1} \\
\end{bmatrix}.
\]
The determinant of the coefficient matrix is given by \( \text{det} = \Delta y_a \Delta x_b - \Delta x_a \Delta y_b \). If the determinant is zero then the two lines are either parallel and no intersection points exist or they are coincident and an infinite number of intersection points exist. Otherwise, the parameters for the point of intersection can be found by using Cramer’s rule and are given by

\[
\begin{align*}
s^* &= \frac{[(y_{b_1} - y_{a_1}) \Delta x_b - (x_{b_1} - x_{a_1}) \Delta y_b]}{\text{det}}, \\
t^* &= \frac{[(y_{b_1} - y_{a_1}) \Delta x_a - (x_{b_1} - x_{a_1}) \Delta y_a]}{\text{det}}.
\end{align*}
\] (A.7) \hspace{1cm} (A.8)

Note that \( s^* \in [0, 1] \) and \( t^* \in [0, 1] \) must hold if the point of intersection is contained within both line segments. For the ray-casting routine, only the parameters \( s \) and \( t \) need to be determined. If the actual point of intersection is required then it can be found from

\[
\vec{x} = \vec{x}_{a_1} + s^* \Delta \vec{x}_a = \vec{x}_{b_1} + t^* \Delta \vec{x}_b.
\] (A.9)
A weighted essentially non-oscillatory (WENO) scheme is used to determine all discrete approximations to the spatial derivatives required for the level set equation, Eikonal equation, and the scalar extension equation. These equations were described in section 4.3. The WENO scheme was originally proposed by Liu et al. [114] as a method to achieve high-order accurate approximation to the derivatives of a scalar conservation law by taking a convex combination of the three ENO stencils. In an ENO scheme, the stencil is generated by choosing the interpolating stencil which provides the smoothest solution [75, 176, 177]. Taking a linear combination of the ENO stencils can improve the accuracy (from 3rd to 4th order) of the scheme in smooth regions and the contribution of a stencil interpolating across a discontinuity can easily be minimized. Jiang and Shu [91] determined a set of weights that allows the scheme to achieve the optimal 5th order accuracy in smooth regions. The WENO scheme was extended to Hamilton-Jacobi equations by Jiang and Peng [90]. The construction of the WENO stencil is presented in this Appendix and follows closely the discussion found in the textbook by Osher and Fedkiw [138].

The WENO approximation to a spatial derivative is determined from a convex combination of three ENO stencils. The x-direction spatial derivative is determined from

\[
\psi_x = \omega_1 \psi^1_x + \omega_2 \psi^2_x + \omega_3 \psi^3_x ,
\]

where \(\psi^1_x\), \(\psi^2_x\), and \(\psi^3_x\) are the ENO approximations to \(\psi_x\) and \(\omega_i\) are the weights that must sum to one, \(\omega_1 + \omega_2 + \omega_3 = 1\). The ENO stencils can be expressed as a combination of the local derivatives for the cells involved in the stencil. Defining

\[
\begin{align*}
  v_1 &= \frac{\psi_{i-2,j} - \psi_{i-3,j}}{x_{i-2,j} - x_{i-3,j}}, & v_2 &= \frac{\psi_{i-1,j} - \psi_{i-2,j}}{x_{i-1} - x_{i-2,j}}, & v_3 &= \frac{\psi_{i,j} - \psi_{i-1,j}}{x_{i,j} - x_{i-1,j}}, \\
  v_4 &= \frac{\psi_{i+1,j} - \psi_{i,j}}{x_{i+1,j} - x_{i,j}}, & v_5 &= \frac{\psi_{i+2,j} - \psi_{i+1,j}}{x_{i+2,j} - x_{i+1,j}},
\end{align*}
\]
for determining an approximation to the backward-biased spatial derivative, $\psi_x^-$, and

$$v_1 = \frac{\psi_{i+3,j} - \psi_{i+2,j}}{x_{i+3,j} - x_{i+2,j}}, \quad v_2 = \frac{\psi_{i+2,j} - \psi_{i+1,j}}{x_{i+2,j} - x_{i+1,j}}, \quad v_3 = \frac{\psi_{i+1,j} - \psi_{i,j}}{x_{i+1,j} - x_{i,j}},$$

$$v_4 = \frac{\psi_{i,j} - \psi_{i-1,j}}{x_{i,j} - x_{i-1,j}}, \quad v_5 = \frac{\psi_{i-1,j} - \psi_{i-2,j}}{x_{i-1,j} - x_{i-2,j}},$$

for determining an approximation to the forward-biased spatial derivative, $\psi_x^+$. The ENO approximations are

$$\psi_x^1 = \frac{v_1}{3} - \frac{7v_2}{6} + \frac{11v_3}{6}, \quad \psi_x^2 = -\frac{v_2}{6} + \frac{5v_3}{6} + \frac{v_4}{3}, \quad \psi_x^3 = \frac{v_3}{3} + \frac{5v_4}{6} - \frac{v_5}{6}.$$  \hfill (B.3)

Jiang and Peng [90] defined the following smoothness estimates of the stencils

$$s_1 = \frac{13}{12}(v_1 - 2v_2 + v_3)^2 + \frac{1}{4}(v_1 - 4v_2 + 3v_3)^2,$$

$$s_2 = \frac{13}{12}(v_2 - 2v_3 + v_4)^2 + \frac{1}{4}(v_2 - v_4)^2,$$

$$s_3 = \frac{13}{12}(v_3 - 2v_4 + v_5)^2 + \frac{1}{4}(3v_3 - 4v_4 + v_5)^2.$$  \hfill (B.5)

These smoothness estimates are used to define the weights

$$\alpha_1 = \frac{0.1}{(s_1 + \epsilon)^2}, \quad \alpha_2 = \frac{0.6}{(s_2 + \epsilon)^2}, \quad \alpha_3 = \frac{0.3}{(s_3 + \epsilon)^2},$$

where $\epsilon = 10^{-6} \max(v_1^2, v_2^2, v_3^2, v_4^2, v_5^2) + 10^{-99}$. The required weightings for the spatial derivatives are then determined by normalizing these initial weights as follows:

$$\omega_i = \frac{\alpha_i}{\alpha_1 + \alpha_2 + \alpha_3}.$$  \hfill (B.6)

The WENO scheme is described above is used to calculate approximations to the spatial derivative in the forward and backward directions for each spatial dimensions, e.g., $\psi_x^+$ and $\psi_x^-$ for the $x$-directions derivatives. Once these approximations have been determined, the correct approximation can be chosen such that the appropriate upwinding is obtained. For the passive advection term of the level set equation, equation (4.1), and for the scalar extension equation, equation (4.6), upwind differencing is used. Here the flux can be found directly. The flux in the $x$-direction, for example, is determined from

$$u\psi_x^+ = \begin{cases} 
\min(u\psi_x^-, u\psi_x^+), & \text{if } \psi_x^- < \psi_x^+, \\
\max(u\psi_x^-, u\psi_x^+), & \text{if } \psi_x^- > \psi_x^+,
\end{cases}$$

where $u$ is the advection speed in the $x$-direction. The approximation of $\psi_y$ is similarly constructed. Note that this is exactly Godunov’s scheme for a scalar equation [59]. For motion in the normal
direction, Godunov’s scheme was expressed simply by Rouy and Tourin [165] as

\[
\psi_x = \begin{cases} 
\sqrt{\max\max(\psi_x^- - x, 0)^2, \min(\psi_x^+ + x, 0)^2)}, & \text{if } F > 0, \\
\sqrt{\max\min(\psi_x^- - x, 0)^2, \max(\psi_x^+ + x, 0)^2)}, & \text{if } F < 0,
\end{cases}
\]  

(B.9)

where \( F \) is given by \( S(\psi) \) when using the Eikonal equation for re-distancing the signed-distance field.
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CONTOUR TRACING BY PIECEWISE LINEAR APPROXIMATIONS

In Section 4.3, the level set method is described for determining the motion and evolution of embedded boundaries associated with various physical processes. The level set method is applied and solved on a separate Cartesian mesh that overlaps the adjusted body-fitted mesh used to predict the fluid equations. However, the mesh adjustment scheme requires an explicit representation of the embedded boundary at its current location. Therefore, a contour tracing algorithm is required to provide an approximation of the zero level set. The algorithm proposed by Dobkin et al. [42] is used for this purpose. This method generates a piecewise linear approximation for the zero level set contour. A brief illustration of this algorithm now follows.

Figure C.1: Example level set solution block. The zero level set contour is indicated by the thick line. The dots are the locations of the cell centres and the thin lines are the mesh lines. The block boundaries are denoted by the the double lines. Only one layer of ghost cells are required.
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Figure C.2: Triangulation used for the contour tracing algorithm. The vertexes of the triangles are located at the centres of the cells.

Consider the zero level set contour shown in Figure C.1. The values of the level set function are known at the cell centres (indicated by the dots). The mesh lines and the boundaries of the block are also noted. The algorithm of Dobkin et al. requires the domain to be triangulated as done in Figure C.2. The vertexes of the triangle coincide with the centroids of the cells. It can be seen in this figure that if the contour of interest penetrates an edge of a triangle then it must exit one of its other edges. This forms the basis of the method. Refer to Figure C.3. Given a starting edge, linear interpolation can be used to determine the penetration point. The neighbour edges of the triangle can then be sampled for the next contour point which is simply determined by the vertexes with values opposite in sign. For contours that cross the boundaries of a block, the starting edge is chosen such that it is parallel to a block boundary and within the first ghost cell. This choice of a starting point eliminates the need to trace forwards and backwards from the starting point.

The preceding algorithm results in a piecewise linear representation of the zero level set contour contained in each block. These curve segments are clipped to conform to the block boundaries and are concatenated with the segments from neighbour blocks as necessary. It should be noted that each processor will search for and trace all zero level set contours contained in the blocks that it owns. Therefore, this algorithm takes advantage of the domain decomposition and requires no information of neighbour beyond what is contained in the ghost cells. However, the concatenation of the line segments does require communication between the processors.
Figure C.3: Illustration of the tracing process. Given a starting point, the contour must penetrate one of the other edges of the triangle. The arrows indicate the direction of the trace and the visited triangles are highlighted in blue.
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Boundary conditions for a regressing burning surface that injects gas-particle products into the flow cavity is formulated in terms of a Riemann problem and used here to specify boundary data at the surface of the burning propellant. The treatment of the burning propellant boundary is very similar in spirit to the methods proposed by Gottlieb and Groth [61] for imposing boundary data at a variety of flow boundaries based on the solution of Riemann problems.

For the current analysis, the burning rate is computed by the application of the pressure dependent empirical St. Robert relation,

\[ \rho_{bs} v_{bs} = (1 - \alpha_s) \rho_s r_{bs} = (1 - \alpha_s) \rho_s \beta p_{bs}^n \]  

where \( \rho_{bs}, v_{bs}, \) and \( p_{bs} \) are the density, normal velocity, and pressure of the gas injected from the burning surface and \( \rho_s \) is the solid propellant density. The burning rate constants \( \beta \) and \( n \) are functions of the chemical composition of the solid and the adiabatic flame temperature, \( T_f \). The mass fraction of solid particles in the propellant is given by \( \alpha_s \). Note that the speed of the propagating surface is \(-r_{bs}\). The particles are injected into the combustion chamber at the same speed as the gas-phase and at the adiabatic flame temperature.

Figure D.1: Burning surface wave pattern.
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The wave diagram corresponding to the solution for the burning surface Riemann problem is shown in Figure D.1. There are two waves: a contact surface and a second wave which can be a shock or a rarefaction wave. An exact Riemann solver has been constructed to solve this problem.

For the left-hand side boundary depicted in Figure D.1, the primitive variable states $V_r$, $V_r^*$, and $V_l = V_l^* = V_{bs}$ are given by

$$V_r = [\rho_r, v_{xr}, v_{yr}, p_r, \sigma_{pr}, u_{xr}, u_{yr}, T_{pr}]^T, \quad (D.2)$$

$$V_r^* = [\rho_r^*, v_{bs}, v_{yr}^*, p_{bs}, \sigma_{pr}^*, u_{bs}, u_{yr}^*, T_f]^T, \quad (D.3)$$

$$V_{bs} = [\rho_{bs}, v_{bs}, 0, p_{bs}, \sigma_{pbs}, u_{bs}, 0, T_f]^T \quad (D.4)$$

where $u_{bs} = v_{bs}$. The resulting system of equations, the shock/rarefaction equations and the burning rate equation (D.1), is nonlinear and implicit in the unknown burning surface pressure or normal velocity, $p_{bs}$ and $v_{bs}$. A Newton iteration scheme has been developed to solve this scalar nonlinear equation and iterates on the burning surface pressure. The propagation of the burning surface is accounted for through an application of a Galilean transformation to a frame in which the surface is stationary. In this frame, the right-state velocity is given by $v_{sr}^* = v_{sr} + r_{bs}$. The burning surface velocity in the stationary frame, $v_{bs}^*$, can now be determined by the iterative scheme.

The right state pressure can be used as the initial guess. If the burning surface pressure is greater than or equal to the right state pressure, $p_{bs} \geq p_r$, then the right hand wave is a shock. The following equations are used to find the speeds and density across the shock:

$$v_{bs}^* = v_{sr} + r_{bs} + \frac{1}{\sqrt{C_1}} \frac{a_r}{\gamma} \left( \frac{p_{bs}}{p_r} - 1 \right), \quad (D.5)$$

$$v_{bs}^{*'} = \frac{dv_{bs}^*}{dp_{bs}} = r_{bs}^* + \frac{1}{\sqrt{C_1}} \frac{a_r C_2}{\gamma p_r}, \quad (D.6)$$

$$\rho_r^* = \rho_r \left[ \frac{(\gamma + 1)p_{bs} + (\gamma - 1)p_r}{(\gamma - 1)p_{bs} + (\gamma + 1)p_r} \right], \quad (D.7)$$

$$C_1 = \frac{\gamma + 1}{2\gamma} \frac{p_{bs}}{p_r} + \frac{\gamma - 1}{2\gamma}, \quad (D.8)$$

$$C_2 = 1 - \frac{1}{C_1} \frac{\gamma + 1}{4\gamma} \left( \frac{p_{bs}}{p_r} - 1 \right). \quad (D.9)$$

If $p_{bs} < p_r$, then the right-hand wave is a rarefaction wave. The following equations can be used to
determine the speeds and density across the rarefaction wave:

\[ a^*_r = a_r \left( \frac{p_{bs}}{p_r} \right)^{\frac{n-1}{2}}, \]  
(D.10)

\[ v_{bs}^s = v_{x'r} + r_{bs} + \frac{2}{n-1}(a^*_r - a_r), \]  
(D.11)

\[ v_{bs}^s' = r_{bs}' + \frac{a^*_r}{r_{bs}} \]  
(D.12)

\[ \rho_r^* = \rho_r \left( \frac{p_{bs}}{p_r} \right)^{\frac{1}{n}}. \]  
(D.13)

The gas density and particle concentration injected into the core by the burning surface can be determined from \( p_{bs} = \rho_{bs} R T_f \) and \( \sigma_{bs} = \alpha_s \rho_{s} r_{bs} / v_{bs}^s \). The derivative of St. Robert’s burning rate equation, (D.1), with respect to the pressure at the burning surface is given by

\[ r_{bs}' = \frac{n}{n+1} \frac{r_{bs}}{p_{bs}}. \]  
(D.14)

The pressure is then updated by

\[ p_{bs}^{(n+1)} = p_{bs}^{(n)} - \frac{\rho_s r_{bs} - \rho_{bs} v_{bs}^s}{\rho_s v_{bs} - (\rho_{bs} v_{bs}^s)'} \]  
(D.15)

where the derivative of the gas flux from the burning surface, \( (\rho_{bs} v_{bs}^s)' \), with respect to \( p_{bs} \) is

\[ (\rho_{bs} v_{bs}^s)' = \frac{\rho_{bs} v_{bs}^s}{p_{bs}} + \rho_{bs} v_{bs}^s'. \]  
(D.16)

The iteration process is complete when \( |1 - p_{bs}^{(n)}/p_{bs}^{(n+1)}| < \epsilon \). Finally, the burning surface velocity in the initial frame can be determined by

\[ v_{bs} = v_{bs}^s - r_{bs}. \]
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Parallel Multigrid Method

The multigrid method is a popular method for accelerating the convergence of steady-state fluid flow calculations \([88, 124, 89, 116, 120, 105, 106, 112, 55]\). The parallel multigrid method developed by Li \([112]\) was adopted in this dissertation. A brief overview of this multigrid approach is provided next. The following sections describe modifications to the scheme required for turbulent flows and flows with embedded boundaries, respectively.

Overview of the Multigrid Method

The multigrid method accelerates the convergence of iterative methods through the use of multiple scales of discretization. On a given grid, well-approximated low frequency error components are more difficult to eliminate than the poorly supported high frequency error components. However, on a coarser grid, the low frequency error components from the fine mesh appear to be of a higher-frequency. The use of multiple grid levels in combination with a relaxation or iterative scheme having good high frequency damping provides the basis of the multigrid method.

An initial solution on the finest grid can be determined by the application of the relaxation scheme. The explicit optimally-smoothing multi-stage temporal discretization scheme discussed in Section 3.2 is used to provide damping of the high-frequency solution content \([203]\). The approximate solution residual on grid level \(\ell\) can be written as

\[
R_\ell = R_\ell(U^{(n)}_\ell),
\]

at iteration \(n\) of the relaxation scheme. On structured meshes in two-dimensions, the coarse grids can be generated by agglomerating four fine grid quadrilateral cells into one cell. The solution on grid level \(\ell+1\) is approximated by \(U_{\ell+1} = I_{\ell+1}^{\ell+1}U_\ell\) where \(I_{\ell+1}^{\ell+1}\) is the restriction operator from grid level \(\ell\) to grid level \(\ell+1\). An area-weighted average of the fine grid cells is used to restrict the solution information in this work. The residual on grid level \(\ell+1\) is determined by

\[
R_{\ell+1} = R_{\ell+1}(U^{(n)}_{\ell+1}) + P_{\ell+1},
\]

(E.2)
where the forcing function, $P_{\ell+1}$, is an additional term constructed from the fine grid solution that ensures that the accuracy of the residual on the fine grid is maintained on the coarse mesh. This scheme is known as a full approximation storage scheme since a complete approximation of the current fine grid solution is assembled on the coarse grid. The forcing term is given by

$$P_{\ell+1} = \hat{I}_{\ell}^{\ell+1} R_{\ell+1} - R_{\ell+1} \left( I_{\ell}^{\ell+1} U_{\ell}^{(n)} \right).$$  \tag{E.3}

As is done for the restriction of the solution, an area-weighted average of the fine grid residuals is used for the residual restriction operator, $\hat{I}_{\ell}^{\ell+1}$. An improvement to the approximate solution on grid level $\ell$ is made by adding a coarse-grid correction as given by

$$U_{\ell}^{(n+1)} = U_{\ell}^{(n)} + I_{\ell}^{\ell+1} \left( U_{\ell+1}^{(n)} - I_{\ell}^{\ell+1} U_{\ell}^{(n)} \right),$$  \tag{E.4}

where the prolongation operator, $I_{\ell}^{\ell+1}$, is used to transfer the solution information from grid level $\ell+1$ to grid level $\ell$. Bilinear interpolation is used in the solution prolongation process.

The procedure described above can be used with as many grid levels as the initial mesh can support. Various multigrid cycles can then be formulated. Both V and W multigrid cycles have been implemented and a full-multigrid cycle can be used for start-up purposes.

An example of the convergence history for a calculation using the multigrid method is given in Figure E.1. The inviscid transonic flow over a semi-circular bump in a channel is used as the test case.
problem as described in Section 3.6. The mesh consisted of eight solution blocks each with 1024 cells, \((N_x, N_y) = (32, 32)\). A four-level V-cycle scheme is used coupled with the five-stage explicit optimally-smoothing multi-stage time-stepping scheme with full multigrid start-up. Five-hundred cycles are used for each full multigrid stage. It can be seen in Figure E.1 that the \(L_2\)-norm of the density residual has been reduced by twelve orders of magnitude in less than 750 regular multigrid cycles. Although not shown in the figure, 10,000 iterations of the five stage explicit optimally-smoothing multi-stage time-stepping scheme without multigrid are required to reduce the residual by only four orders of magnitude.

**Multigrid for Turbulent Flows**

Due to numerical stiffness, the nonlinear behaviour of the source terms of turbulence models may prevent multigrid methods applied to turbulent flows from converging [180, 56, 144]. At coarse grid levels, the amplitude of the turbulence model source terms may be severely affected because of the lack of resolution to support accurate representation of the velocity gradients [180, 144]. To alleviate these issues, Gerlinger and Brüggemann and Park and Kwon [144] solve the turbulence equations on the finest mesh and restrict the nonlinear source terms to the coarse meshes. The turbulence equations are then solved on the coarse grids with constant source terms. Steelant et al. [180] found no benefit in solving the turbulence quantities on the coarse grids. This is the approach used in the current work as well as in the method proposed by Gao and Groth [55]. The turbulence

![Image](image.png)

**Figure E.2:** \(L_2\)-norm of axial velocity residual plotted versus the number of iterations (left figure) and the relative CPU time (right figure) for the turbulent pipe flow for computations without multigrid convergence acceleration and with three multigrid levels.
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equations are solved only on the finest mesh and the turbulence quantities are restricted to the coarse meshes but not solved.

The turbulent pipe flow results described in sub-Section 3.4.3 were computed with and without multigrid convergence acceleration. The convergence histories for these two cases are plotted in Figure E.2 versus the number of iterations (left figure) and the relative CPU time (right figure). In both cases, the five-stage explicit optimally-smoothing multi-stage time-stepping scheme is used. A three-level multigrid without any full multigrid cycles is used for the multigrid case. After 50,000 iterations, the $L_2$-norm of axial velocity residual has been reduced by over seven orders of magnitude with the multigrid convergence acceleration and only by three orders of magnitude otherwise. The same amount of CPU time is used by the two methods after 50,000 multigrid cycles and nearly 250,000 iterations of the time-marching scheme, however, the $L_2$-norm of axial velocity residual is reduced by nearly three orders of magnitude when using the three-level multigrid method.

Multigrid with Embedded Boundaries

Some modifications of the multigrid method described above are required when the mesh has been adjusted to an embedded boundary. Similar alterations are required when using multigrid with the meshes generated by the Cartesian cut-cell method [2]. The coarse grids required for the multigrid method are generated by the standard approach on the unadjusted initial mesh. The mesh on each level is then adjusted to the embedded boundary using the mesh adjustment algorithm. This method of coarse grid generation is straight-forward, however, the standard restriction and prolongation operators near the embedded boundary are no longer valid since the $(2i, 2j)$-indexing on the fine mesh may not correspond to the $(i, j)$-indexing on the coarser mesh as indicated in Figure E.3. Refer to Figure E.4 for illustration of the restriction and prolongation operators near the embedded boundary. The restriction operator for cells near the embedded boundary requires the calculation of the area of intersection between the coarse grid and fine grid cells allowing for an accurate area-weighted average,

$$ U_{i,j}A_{i,j} = \sum_m \sum_n U_{2i+m,2j+n}(A_{2i+m,2j+n} \cap A_{i,j}), \quad (E.5) $$

where $A_{i,j}$ and $U_{i,j}$ are the area and vector of conserved solution quantities of the coarse grid cell and $A_{2i+m,2j+n}$ and $U_{2i+m,2j+n}$ are the area and vector of conserved solution quantities of the contributing fine grid cells. The area of intersection between the fine and coarse grid cells, $A_{2i+m,2j+n} \cap A_{i,j}$, is determined using the Weiler-Atherton algorithm [210] which is described in Appendix A. The search space for contributing fine grid cells can be limited to $(m, n) \in [-2, 2]$. 
Figure E.3: The fine and coarse grids for a two-stage multigrid method are shown in the left and right panels, respectively. The embedded boundary is indicated by the thick solid line and the corresponding indexing of the fine and coarse grids are indicated.

The prolongation operator is reduced to injection for cells near the embedded boundary. Bilinear interpolation is used elsewhere.

The inviscid transonic flow over a semi-circular bump in a channel described above is used here to examine the performance of the multigrid method with an embedded boundary. Here a uniform Cartesian mesh with 8,192 cells is adjusted to the embedded semi-circular bump. The adjusted mesh in the region of the leading edge of the bump is shown in Figures E.3 and E.4. A four level V-cycle is used coupled with the five stage explicit optimally-smoothing multi-stage time-stepping scheme with full multigrid start-up. The convergence history for the $L_2$-norm of the density residual

Figure E.4: Illustration of the modified multigrid operators near the embedded boundary. The restriction operator, shown in the left side, involves the area weighted average of the conserved solution quantities of the set of fine grid cells that overlap with coarse grid cell. The prolongation operator, shown in the right side, is reduced to injection for cells near the embedded boundary.
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Figure E.5: $L_2$-norm of density residual for the inviscid transonic flow over a semi-circular bump. The uniform Cartesian mesh contains 8 blocks and 8,192 cells and is adjusted to the location of the embedded semi-circular bump.

is given in Figure E.5. Although the multigrid method with the modified operators was still able to reduce the $L_2$-norm of the density residual has been reduced by twelve orders of magnitude, over twice the number of iterations were required. This reduction in performance is thought to be attributed to the relative spareness of the mesh at the embedded boundary as compared with the body-fitted mesh. In addition, using simple injection as the prolongation operator at the embedded boundary also reduces the accuracy of the update of the coarse-grid correction to the fine grid solution.