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#### Abstract

A new interpolative-based approximation to the second-order maximum-entropy, $\mathrm{M}_{2}$, moment closure for predicting radiative heat transfer in gray participating media is proposed and described. In addition to preserving many of the desirable mathematical properties of the original $\mathrm{M}_{2}$ closure, the proposed interpolative approximation provides significant reductions in computational costs compared to the costs of the original $\mathrm{M}_{2}$ closure by avoiding repeated numerical solution of the corresponding optimization problem for entropy maximization. Theoretical details of the proposed interpolative-based closure, along with a description of an efficient Godunov-type finite-volume scheme that has been developed for the numerical solution of the resulting system of hyperbolic moment equations, are presented. The finitevolume method makes use of limited linear solution reconstruction, multi-block body-fitted quadrilateral meshes with anisotropic adaptive mesh refinement (AMR), and an efficient Newton-Krylov-Schwarz (NKS) iterative method for solution of the resulting non-linear algebraic equations arising from the spatial discretization procedure. The predictive capabilities of the proposed interpolative $M_{2}$ closure are assessed by considering a number of model problems involving radiative heat transfer within one- and two-dimensional enclosures, the results for which are compared to solutions of the first-order maximum entropy, $\mathrm{M}_{1}$, moment closure, as well as those of the more commonly adopted spherical harmonic moment closure techniques (first-order $P_{1}$ and third-order $P_{3}$ ) and the popular discrete ordinates method (DOM). The latter is used as a benchmark for comparisons, whenever exact solutions are not available. The numerical results illustrate the promise of the proposed $\mathrm{M}_{2}$ closure, with the closure outperforming the $\mathrm{M}_{1}, \mathrm{P}_{1}$ and $\mathrm{P}_{3}$ closures for virtually all cases considered.
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## 1. Introduction

Radiative heat transfer is important in a wide variety of scientific and engineering applications, including the thermal sciences and combustion. The transport of radiative energy is governed by the radiative transfer equation (RTE) [1], a complex integrodifferential equation of high dimensionality for which there exists no general analytical solution. One must therefore rely on approximate solution techniques and numerical methods in order to obtain predictions of the radiative quantities of interest.

One of the most widely used approximate techniques for solving the RTE is the discrete ordinates method (DOM) [2] which is based on a direct discretization of the angular dependence of the radiative intensity distribution and is generally used in conjunction with space marching techniques. While extremely efficient for problems involving relatively simple geometry and simplified

[^0]physics (e.g., non-scattering media), the latter can become inefficient for problems with complex three-dimensional geometries and realistic physics [3], as is the case in many practical applications. The potential computational limitations of the DOM has motivated the investigation of alternative approximate radiation solution techniques, such as the method of moments as originally proposed by Grad [4] in the case of gaskinetic theory. As the name suggests, the method of moments solves directly for just a finite set of angular integrals of the intensity distribution, instead of solving directly for the angular distribution, and this can afford a reduction in computational costs compared to those associated with solving directly the high-dimensional RTE. The resulting system of equations for the finite set of moments can not be readily solved however, as there are more unknowns than equations. An additional relation between the highest order moments (unknown) and the known finite set of lower-order moments is required for closure. The resulting closure relation is generally obtained by making an assumption about the approximate form for the underlying radiative intensity distribution in term of the lower-order moments.

The most common approach for providing closure to the system of angular moment equations arising from the RTE is the spherical harmonic $\mathrm{P}_{N}$ approximation [5], where $N$ refers to the order of the approximation. In the $\mathrm{P}_{N}$ moment closures, the radiative intensity distribution is approximated by a series expansion in terms of spherical harmonic functions as well as the know finite set of moments. An analytical expression for the highest-order moments in term of the lower-order moments, or closure relation, can then be obtained, for any order $N$, by appropriately integrating the approximate form of the distribution with respect to its angular variables. The lowest-order spherical harmonics approximation, namely the first-order $\mathrm{P}_{1}$ closure has been extensively used to provide approximate solutions to the radiation heat transfer equation [6-9], due to its simplicity and relatively low computational costs. However, because the closing relation for the $\mathrm{P}_{1}$ approximation is similar to that of an isotropic distribution with the same energy density, the latter closure cannot properly describe highly anisotropic distributions of radiation. Beyond the $\mathrm{P}_{1}$ closure, even-order $\mathrm{P}_{N}$ approximations are known to be less accurate than their odd-lower-order counterparts [10] and thus odd-order spherical harmonic closures are generally considered. While the $\mathrm{P}_{3}$ approximation can capture more anisotropy in the distribution than its first-order counterpart, this comes at the expense of substantially increased computational costs. Moreover, the convergence of the $\mathrm{P}_{N}$ closures is rather slow with increasing $N$ [11]. Another important drawback of the $\mathrm{P}_{N}$ closures is that the approximate forms of the distribution of radiative intensity are not strictly positive and the closures are not valid for the full range of physically realizable moments at any order.

More recently, closure techniques based on the principle of maximization of entropy, or maximum entropy, $\mathrm{M}_{N}$, closures [12], where $N$ again refers to the order of the approximation, have received considerable interest in the field of radiation modelling. The $\mathrm{M}_{N}$ closures take the most likely form of the angular distribution among all the possible ones reproducing a given finite set of moments [13]. In addition to this highly desirable feature for an accurate closure, the $\mathrm{M}_{N}$ hierarchy of models possesses many desirable mathematical and numerical properties, including moment realizability and hyperbolicity. Furthermore, even the lower-order approximations including the first-order $\mathrm{M}_{1}$ maximum entropy moment closure, can accurately capture a wide range of optical conditions (both equilibrium and non-equilibrium regimes). The $\mathrm{M}_{1}$ moment closure for gray gas, for which there exists a closed form analytical expression for the closing relation, has been studied by a number of researchers [14,15]. Its predictive capabilities were observed to be superior to those of the $\mathrm{P}_{1}$ closure for a relatively wide range of optical conditions. However, one important limitation of the $M_{1}$ closure is its inability to properly capture situations where there is more than one primary direction for the propagation of the radiative energy. In these cases, the $M_{1}$ closure produces a nonphysical discontinuity in the radiative energy density [14]. For this reason, there has been considerable interest in the higher-order members of the maximum entropy moment closure hierarchy, beginning with the second-order $\mathrm{M}_{2}$ maximum entropy closure. Unfortunately, the application of the higherorder $\mathrm{M}_{N}$ closures is made difficult due to the lack of closedform analytical expressions for the closing fluxes, even for problems involving gray gases. Repeated numerical solution of the optimization problem for entropy maximization is therefore required, which can make the application of the higher-order $\mathrm{M}_{N}$ closures computationally prohibitive. In spite of these difficulties, in a previous study Hauck $[16,17$ ] explored the predictive capabilities of the higher-order maximum entropy moment closures (i.e., $\mathrm{M}_{2}, \mathrm{M}_{3}, \mathrm{M}_{4}$ and $\mathrm{M}_{5}$ ) for various test problems involving gray-gas radiative heat transfer in one-dimensional slab geometries. In this study, the solutions of the aforementioned $\mathrm{M}_{N}$ closures were obtained by solving the optimization problem for entropy maximization via a nu-
merical approach. Furthermore, Hauck compared the predictions of the aforementioned $\mathrm{M}_{N}$ closures to those of the $\mathrm{M}_{1}$ closure, as well as those obtained using the $P_{1}$ and $P_{3}$ spherical harmonic approximations and clearly demonstrated that the higher-order $\mathrm{M}_{N}$ closures provided significantly improved predictions of radiative heat transfer, relative to the $\mathrm{M}_{1}$ closure. Similar results have been obtained by Monreal and Frank [18], who proposed an analytical approximation for the $\mathrm{M}_{2}$ closing relation in the one-dimensional case.

Motivated by a desire for moment closures for radiative transport applications which have the desirable properties of the highorder $\mathrm{M}_{N}$ closures without the prohibitive computational costs associated with repeated solution of the optimization problem for entropy maximization, Pichard et al. [19] recently proposed an interpolative-based approximation of the closure relation for the $\mathrm{M}_{2}$ closure in multiple space dimensions. Similar interpolativebased variants of maximum entropy closures have been considered previously by McDonald and Groth [20] and McDonald and Torrilhon [21] in the case of gaskinetic theory. In the approach of Pichard et al. [19], an approximation of the closing flux in one space dimension, obtained by means of a convex combination between the boundaries, with the convex interpolant obtained through fitting of the numerical values obtained from the solution of the optimization problem, was first proposed. An extension to multiple space dimensions was then developed by means of interpolation with respect to both the first- and second-order moments for all of moment space as defined by the conditions for the realizability of the predicted moments. The necessary and sufficient conditions for the latter for moments up to second-order in multiple space dimensions were first formulated by Kershaw [22]. In spite of this step forward, some problematic issues can be identified related to the resulting closure of Pichard et al. In particular, a closer investigation by the present authors has revealed that some of the expressions used in the previous procedure proposed for the evaluation of the interpolant on the boundaries of moment space do not match the corresponding exact analytical expressions on these boundaries. This apparent mismatch in the values produces discontinuous solution behaviour near the boundaries of the realizability domain and, as a consequence, the resulting interpolativebased closure is definitely not globally hyperbolic. The latter poses problems for practical simulations.

In this study, an alternative interpolative-based analytical approximation to the $\mathrm{M}_{2}$ maximum entropy closure for gray radiative heat transfer in multiple space dimensions is therefore proposed. The objective is to mimic as closely as possible the solution quality and desirable properties of the $\mathrm{M}_{2}$ closure while avoiding the computationally expensive iterative numerical solution associated with the entropy maximization problem in practical simulations. As they are a key ingredient in the construction of the interpolative closure, the necessary and sufficient conditions for realizability of the predicted moments as defined by Kershaw [22] are first reviewed and a variant of the proof of sufficiency is given. The latter is done by proving the existence of a distribution that reproduces the moments satisfying the necessary conditions and is nonnegative everywhere within the realizability domain. The new approximation for the $\mathrm{M}_{2}$ closure is then obtained by carefully studying the maximum-entropy solution within the realizability domain and then making a careful choice of the interpolant such that it exactly reproduces the known analytical expressions for the closure on the boundaries of the realizability domain and also approximates pre-computed numerical solutions of the entropy optimization problem within the interior of this domain. The exact expressions of the closure relations on the boundaries are obtained by relating them to derived forms for the distribution at the boundaries. It is also shown by numerical experiment that the newly developed interpolative-based closure appears to remain hyperbolic
everywhere within the space of physically realizable moments. Finally, an efficient Godunov-type finite-volume scheme is proposed and developed for the numerical solution of the resulting system of hyperbolic moment equations arising from the $\mathrm{M}_{2}$ interpolativebased closure. The predictions of the $\mathrm{M}_{2}$ closure are then assessed through comparisons to additional numerical results obtained for the $\mathrm{M}_{1}, \mathrm{P}_{1}$ and $\mathrm{P}_{3}$ moment closures, as well as results obtained using the DOM, for a number of representative problems. The solutions of the DOM are used here as a reference for comparison, whenever exact analytical solutions of the RTE are not available for a given test problem. The radiative heat transfer problems of interest include gray radiative heat transfer between parallel plates as well as within two-dimensional rectangular domains.

## 2. Radiation transport in gray participating media

The transport of radiant energy in physical space, $\vec{x}$, and time, $t$, in the direction, $\vec{s}$, at a given wave number, $\eta$, in a radiatively participating media with absorption coefficient, $\kappa_{\eta}=\kappa_{\eta}(\vec{x}, t)$, and scattering coefficient, $\sigma_{s \eta}=\sigma_{s \eta}(\vec{x}, t)$, is described by the radiative transfer equation [1], which has the form

$$
\begin{equation*}
\frac{1}{c} \frac{\partial I_{\eta}}{\partial t}+\overrightarrow{s .} \vec{\nabla} I_{\eta}=\kappa_{\eta} I_{b \eta}-\left(\kappa_{\eta}+\sigma_{s \eta}\right) I_{\eta}+\frac{\sigma_{s \eta}}{4 \pi} \int_{4 \pi} I_{\eta}\left(\vec{s}^{\prime}\right) \Phi_{\eta}\left(\vec{s}^{\prime}, \vec{s}\right) \mathrm{d} \Omega^{\prime} \tag{1}
\end{equation*}
$$

where $c$ is the speed of light in a vacuum, $I_{\eta}=I_{\eta}(\vec{x}, \vec{s}, t)$ is the spectral radiative intensity distribution, $I_{b \eta}=I_{b \eta}(T)$ (where $T=$ $T(\vec{x}, t)$ is the temperature field) is the spectral Planck function or black-body intensity, $\Omega$ denotes solid angle, and $\Phi_{\eta}\left(\vec{s}^{\prime}, \vec{s}\right)$ is the scattering phase function. The latter describes the probability that a ray travelling in direction, $\vec{s}^{\prime}$, will be scattered into direction, $\vec{s}$, and is also a function of location in space and time. The subscript, $\eta$, indicates a spectrally varying quantity. For gray media, for which the radiative properties are independent of wave number, i.e., $\kappa_{\eta}=\kappa$ and $\sigma_{s \eta}=\sigma_{s}$, integrating the RTE, Eq. (1), over the full spectrum and assuming isotropic scattering, i.e., $\Phi\left(\vec{s}^{\prime}, \vec{s}\right)=1$, yields the following form for the RTE [1]
$\frac{1}{c} \frac{\partial I}{\partial t}+\overrightarrow{s .} \vec{\nabla} I=\kappa I_{b}-\left(\kappa+\sigma_{s}\right) I+\frac{\sigma_{s}}{4 \pi} \int_{4 \pi} I\left(\vec{s}^{\prime}\right) \mathrm{d} \Omega^{\prime}$,
where $I=\int_{0}^{\infty} I_{\eta} d \eta$ is the total, spectrally integrated radiative intensity distribution.

The RTE for a gray medium, as represented by Eq. (2), is a complex equation with high dimensionality ( 6 independent variables) for which there exists no general exact analytical solution. As such, one must therefore rely on numerical techniques based on approximate treatments on the independent variables. The temporal and spatial dependencies can be treated using standard finite-volume techniques for hyperbolic equations. For the treatment of the angular dependence of the radiative intensity distribution, different approximate models can be considered, including the discrete ordinates method, as well as moment closures based on spherical harmonic approximations and the principle of entropy maximization.

### 2.1. Discrete ordinates method (DOM)

In the DOM, angular quadrature is used to transform the equation of radiative transfer into a set of partial-differential equations (PDEs) with only spatial and temporal dependence. The angular discretization technique makes use of the assumption that the radiation is transported only along a finite set of discrete directions, instead of the effectively infinite number of directions allowed in Eq. (2) by a continuous representation of the solid angle. In other
words, the solid angle is divided into a finite number, $M$, of discrete directions (or ordinates) $\overrightarrow{s_{m}}$. In this way, the RTE is transformed into a system of $M$ coupled equations given by
$\frac{1}{c} \frac{\partial I_{m}}{\partial t}+\overrightarrow{s_{m}} \cdot \vec{\nabla} I_{m}=\kappa I_{b}-\left(\kappa+\sigma_{s}\right) I_{m}+\frac{\sigma_{s}}{4 \pi} \sum_{n=1}^{M} w_{n} I_{n}$,
where the subscript $m$ denotes the discrete ordinate direction, $I_{m}$ is the intensity in the $m^{\text {th }}$ direction and $w_{m}$ is the quadrature weight associated with the direction $\overrightarrow{s_{m}}$. Several quadrature rules have been developed for the DOM, including the $S_{N}$ schemes of Lathrop and Carlson [23] and the $\mathrm{T}_{N}$ schemes of Thurgood et al. [24]. The $\mathrm{T}_{4}$ quadrature scheme is used in this study for all of the reported DOM simulation results.

The DOM has been used extensively to provide approximate solutions to the RTE due to its good balance between accuracy and computational efficiency. However, this direct discretization technique is associated with two major limitations [25]: false scattering and ray effects. The former is due to the spatial discretization of the RTE whereas the latter is related to the discretization of the angular distribution of the radiative intensity. Several approaches have been proposed in order to cope with such issues [24,26-30]. Additionally, as mentioned in the introduction, the space marching techniques commonly used to solve the resulting discretized equations of the DOM can be extremely efficient for relatively simple geometries and physics; however, the space marching techniques may exhibit poor convergence for applications involving complex three-dimensional geometries and complex physics [3] (e.g., media with high scattering, turbulent reactive flows, etc.).

## 3. Moment closure methods for solution of the RTE

An alternative approach to the treatment of the angular dependence of the radiative intensity distribution as carried out in the DOM involves instead solving directly for the angular integrals or macroscopic moments of the distribution. These angular moments, $I^{(n)}$, are taken with respect to angular weights $\vec{s}^{n}=\overrightarrow{s \otimes} . n$. $\otimes \vec{s}, n=0, \ldots, \infty$, whose entries form a monomial basis, and have the form

$$
\begin{align*}
I^{(n)}(\vec{x}, t) & =\left\langle\vec{s}^{n} I(\vec{x}, \vec{s}, t)\right\rangle=\int_{4 \pi} \vec{s}^{n} I(\vec{x}, \vec{s}, t) \mathrm{d} \Omega \\
& =\int_{0}^{2 \pi} \int_{0}^{\pi} \vec{s}^{n} I(\vec{x}, \vec{s}, t) \sin \theta \mathrm{d} \theta \mathrm{~d} \psi \tag{4}
\end{align*}
$$

Taking angular integrals of the RTE, Eq. (2), results in a system of moment equations of infinite size characterizing uniquely an arbitrary distribution. Solving such an infinite system of equations is however obviously unfeasible from a practical numerical point of view. Instead, a reduced finite set of moments and their transport equations are considered in practice. However, a solution to the so-called closure problem is then required in this case as the resulting system of transport equations for the finite set of moments generally involves the next higher-order moment. In particular, additional expressions relating the next higher-order moment to the known lower-order moments are required for closure. These socalled closing relations are usually obtained by approximating the underlying positive angular distribution in terms of the known finite set of moments. There however exists a wide range of possible forms for such an approximate distribution. In fact, there is effectively an infinite set of possible distributions sharing the same set of known lower-order moments. Moreover, the choice of the approximate form generally dictates many of the important mathematical properties of the resulting closed system of moment equations: namely the realizablility of the predicted moments and hyperbolicity of the moment equations. A set of moments is said to be physically realizable if there exists a strictly positive-valued dis-
tribution of the radiative intensity that will yield the given moments [31]. The set of all realizable moments up to a given order $n$ then defines the so-called $n$-dimensional phase space of physically realizable moments and is denoted here as $\mathcal{R}^{n}$. This region is generally described by a set of inequalities on the values of the moments: the so-called realizability conditions. In this study, approximate forms for the angular distribution resulting from the spherical harmonic approximation as well as the principle of maximization of entropy will be considered and their application to radiative transport in gray media will be the primary focus.

An important consideration for the moment closure techniques outlined above is the selection or choice of the number of moments to be included in the closure of interest and which are subsequently used to reconstruct the approximate angular intensity distribution. In general, only the zeroth- and first-order moments, namely the radiative energy density $I^{(0)}$ and the radiative heat flux $I^{(1)}$, respectively, are of primary interest in engineering applications. However, in general the more angular moments that are used in the closure to reconstruct the approximate distribution, the wider the range of optical conditions that may be captured accurately by the closure.

## 3.1. $P_{\mathrm{N}}$ spherical harmonic moment closures

In the spherical harmonic moment closure approximation, the radiative intensity distribution, $I(\vec{x}, \vec{s}, t)$, is expressed in terms of a series of spherical harmonic functions as [1,5]
$I(\vec{x}, \vec{s}, t)=\sum_{n=0}^{N} \sum_{m=-n}^{n} I_{n}^{m}(\vec{x}, t) Y_{n}^{m}(\vec{s})$,
where $N$ is the order of the highest moment in the closed system, $I_{n}^{m}(\vec{x}, t)$ are location-dependent coefficients of the series expansion which can be directly related to the know finite set of moments, and $Y_{n}^{m}(\vec{s})$ is the spherical harmonic function of degree $n$ and order $m$ having the form
$Y_{n}^{m}(\vec{s})=\left\{\begin{array}{c}\cos (m \psi) P_{n}^{m}(\cos \theta), \text { for } m \geq 0, \\ \sin (|m| \psi) P_{n}^{|m|}(\cos \theta), \text { for } m<0,\end{array}\right.$
where $P_{n}^{m}(\cos \theta)$ is the associated Legendre polynomial.

### 3.2. First-order $P_{1}$ spherical harmonic moment closure

The first-order $\mathrm{P}_{1}$ spherical harmonic moment closure provides closure to the system of transport equations involving just the zeroth- and first-order moments, $I^{(0)}$ and $I_{i}^{(1)}$, respectively (i.e., a set of four moments in three space dimensions for the radiation intensity and fluxes in each coordinate direction), by approximating the distribution Eq. (5) with $N=1$ in terms of those lower-order moments. The second-order moment, $I_{i j}^{(2)}$, is a dyadic quantity (i.e., a second-order tensor) and is involved in the transport equation for $I_{i}^{(1)}$. This quantity can be directly expressed in terms of those lower-order moments via integration thereby providing closure to the system of equations. For a gray medium, the resulting closing expression for $I_{i j}^{(2)}$ takes the form
$I_{i j}^{(2)}=\frac{\delta_{i j}}{3} I^{(0)}$,
where $\delta_{i j}$ is the Kronecker delta. This is the so-called $\mathrm{P}_{1}$ approximation which is generally considered to be accurate only for optically thick media as it is associated with a nearly-isotropic distribution of the radiative intensity.

### 3.3. Third-order $P_{3}$ spherical harmonic moment closure

For comparisons to the proposed $\mathrm{M}_{2}$ interpolative closure, the $\mathrm{P}_{3}$ moment closure is also considered here. The $\mathrm{P}_{3}$ approximation
involves moments of order up to three (i.e., $I^{(0)}, I_{i}^{(1)}, I_{i j}^{(2)}$, and $I_{i j k}^{(3)}$ ), where the transport equations for the third-order moments involve the fourth-order moments, $I_{i j k l}^{(4)}$, which are generally unknown but can be expressed in terms of the lower order moments by making use of the form for the distribution given in Eq. (5) with known angular moments up to third-order. The fourth-order angular moments, $I_{i j k l}^{(4)}$, of this distribution can be evaluated directly yielding the following closing relations:

$$
\begin{array}{ll}
I_{i i i i}^{(4)}=-(3 / 35) I^{(0)}+(6 / 7) I_{i i}^{(2)}, & I_{i i i j}^{(4)}=(3 / 7) I_{i j}^{(2)}  \tag{8}\\
I_{i i j j}^{(4)}=(4 / 35) I^{(0)}-(1 / 7) I_{k k}^{(2)}, & I_{i i j k}^{(4)}=(1 / 7) I_{j k}^{(2)}
\end{array}
$$

It has been shown previously that the third-order $P_{3}$ spherical harmonic approximation yields significantly improved predictions compared the $\mathrm{P}_{1}$ closure [10]. However, this comes at the expense of significantly increased computational costs. Moreover, higherorder approximations ( $N \geq 3$ ), result in further increases in computational effort, whereas the accuracy improvements with increasing $N$ are somewhat more modest [32,33]. For these reasons, it is felt that the $\mathrm{P}_{3}$ approximation provides a reasonable balance between accuracy and computational costs.

## 3.4. $M_{\mathrm{N}}$ maximum-entropy moment closures

For a given wave number, $\eta$, or frequency, the radiative intensity distribution, $I_{\eta}$, in the maximum-entropy moment closures is approximated by a distribution that maximizes the radiatve entropy, $H_{R}\left(I_{\eta}\right)$, defined by
$H_{R}\left(I_{\eta}\right)=\left\langle h_{R}\right\rangle=\int_{4 \pi} h_{R}\left(I_{\eta}\right) \mathrm{d} \Omega$,
and has a known finite set of moments $E_{\eta}^{(n)}, n=0, \ldots, N$, where $N$ is the order of the highest moment in the closed system of moment equations. In Eq. (9), $h_{R}$ is the radiative entropy density, which corresponds to the entropy for Bose-Einstein statistics in this case and is given by
$h_{R}\left(I_{\eta}\right)=\frac{2 k \eta^{2}}{c}[(n+1) \ln (n+1)-n \ln (n)], \quad n=\frac{I_{\eta}}{2 h c \eta^{3}}$,
where $n$ is the occupation number, $h$ and $k$ are the Planck and Boltzmann constants, respectively. The problem of finding a distribution, $I_{\eta}$, that maximizes the radiative entropy given by Eqs. (9) and (10) and subject to the constraints that a finite set of its angular moments, $E_{\eta}^{(n)}, n=0, \ldots, N$, are specified and known can be reformulated as an optimization problem of the form
$\left.\mathcal{I}_{\eta}=\dashv \nabla\right\} \hat{\mathbb{N}} \dashv \S_{I_{\eta}} \mathcal{H}_{\mathcal{R}}\left(\mathcal{I}_{\eta}\right)$
s.t. $\left\langle\vec{s}^{(n)} I_{\eta}\right\rangle=E_{\eta}^{(n)}, \quad n=0, \ldots, N$.

The Lagrangian of this optimization problem is
$\mathcal{L}\left(I_{\eta}, \boldsymbol{\alpha}\right)=H_{R}\left(I_{\eta}\right)-\boldsymbol{\alpha}^{T}\left(\left\langle\underline{\mathrm{~m}}(\vec{s}) I_{\eta}\right\rangle-\mathbf{E}_{\eta}\right)$,
where $\boldsymbol{E}_{\eta}$ is a vector containing all the independent entries of $E_{\eta}^{(n)}$, $n=0, \ldots, N, \boldsymbol{m}(\vec{s})$ is a vector containing all the independent entries of $\vec{s}^{(n)}, n=0, \ldots, N$, and $\boldsymbol{\alpha}$ is the vector of Lagrange multipliers associated with the moment constraints. The entropy maximizing distribution, which satisfies $\partial \mathcal{L}\left(I_{\eta}, \alpha\right) / \partial I_{\eta}=0$, then takes the form [12]
$\mathcal{I}_{\eta}(\boldsymbol{\alpha}, \boldsymbol{m})=2 h c \eta^{3}\left[\exp \left(\frac{c^{2} h \eta}{k} \boldsymbol{\alpha}^{T} \boldsymbol{m}(\vec{s})\right)-1\right]^{-1}$.
In the case of radiation transport in gray media, the distribution function Eq. (13) can be integrated over the full spectrum of frequencies ( $\eta \in[0, \infty]$ ), yielding
$\mathcal{I}(\boldsymbol{\alpha}, \boldsymbol{m})=\frac{\sigma_{\text {stef }}}{\pi}\left[\boldsymbol{\alpha}^{T} \boldsymbol{m}(\vec{s})\right]^{-4}$,
where $\sigma_{\text {stef }}=2 \pi^{5} k^{4} / 15 c^{2} h^{3}$ is the Stephan Boltzmann constant.
In Eq. (14), the radiative intensity distribution is not given explicitly but is rather expressed in terms of the Lagrange multipliers, $\boldsymbol{\alpha}$, which have to be determined from the set of nonlinear coupled algebraic equations $\langle\boldsymbol{m}(\vec{s}) \mathcal{I}\rangle=\boldsymbol{E}$. With the exception of the gray $\mathrm{M}_{1}$ model [12], there exists no analytical expressions for the Lagrange multipliers in terms of the angular moments and, as such, the Lagrange multipliers must therefore be determined numerically by solving the Lagrangian dual optimization problem for entropy maximization given by
$\arg \max _{\boldsymbol{\alpha}}\left\{\mathcal{L}^{*}(\boldsymbol{\alpha})\right\}$,
where $\mathcal{L}^{*}(\boldsymbol{\alpha})$ is the Legendre transform of $\mathcal{L}(I, \boldsymbol{\alpha})$, and has the form
$\mathcal{L}^{*}(\boldsymbol{\alpha})=-\frac{\sigma_{\text {stef }}}{3 \pi}\left\langle\left[\boldsymbol{\alpha}^{T} \boldsymbol{m}(\vec{s})\right]^{-3}\right\rangle-\boldsymbol{\alpha}^{T} \boldsymbol{E}$.
Once the Lagrange multipliers have been determined, the closing flux for the closure can be evaluated using numerical quadrature. However, it should be noted that the repeated solution of the optimization problem defined by Eq. (15) whenever an update of the radiation solutions is required can become very expensive computationally, particularly as the number of moments increases as is the case for the higher-order maximum entropy closures in multiple space dimensions. For this reason, interpolative-based approximations are proposed in what follows for the closing fluxes of the gray $\mathrm{M}_{2}$ closure, which are based on pre-computed solutions of the optimization problem associated with entropy maximization for sets of angular moments up to second-order spanning the associated realizable space.

### 3.5. First-order $M_{1}$ maximum-entropy moment closure

The first member of the maximum-entropy hierarchy for gray media is the first-order $\mathrm{M}_{1}$ closure. Unlike other high-order members of this hierarchy, analytical expressions for the Lagrange multipliers in terms of the known set of moments exist in the case of a gray medium for the $M_{1}$ closure. Similar, to the $\mathrm{P}_{1}$ spherical harmonic approximation, the $\mathrm{M}_{1}$ model achieves closure by using the entropy maximizing distribution of Eq. (14) and expressing the second-order moment dyad in terms of the lower-order moments, i.e., $I^{(2)}=I^{(2)}\left(I^{(0)}, I^{(1)}\right)$. Another feature of the first-order closure is that the anisotropy in the underlying radiative distribution lies in the direction of the first-order moment vector or flux, $I^{(1)}$. This in turn implies that the radiative intensity distribution is symmetric with respect to the direction of $N^{(1)}=I^{(1)} / I^{(0)}$. Using this property, Levermore [34] previously derived an expression for the closing flux of the $M_{1}$ closure which takes the form
$I^{(2)}=N^{(2)} I^{(0)}, \quad N^{(2)}=\frac{1-\chi}{2} \vec{I}+\frac{3 \chi-1}{2} \vec{n} \otimes \vec{n}$,
where $\chi$ is the well-known Eddington factor and, for the gray $\mathrm{M}_{1}$ closure, is given by
$\chi=\frac{3+4\left\|N^{(1)}\right\|^{2}}{5+2 \xi} \quad, \quad \xi=\sqrt{4-3\left\|N^{(1)}\right\|^{2}}$,
and where $N^{(n)}=I^{(n)} / I^{(0)}$ are the $n^{\text {th }}$-order normalized moments, $\vec{I}$ is the identity dyad, and $\vec{n}=N^{(1)} /\left\|N^{(1)}\right\|$ is the unit vector in the direction of the first-order moment.

In spite of its ability to capture a wider range of optical conditions than the $P_{1}$ model, the $M_{1}$ closure is known to produce nonphysical discontinuities in the radiative energy density and also generally provide inaccurate predictions of radiative quantities for situations in which beams of photons travelling in opposite directions cross [14]. In fact, when the zeroth- and first-order angular moments are the only available information for reconstructing a given distribution, the only possible form for the latter in the case
of crossing beams with zero net flux is that of an isotropic distribution, even though the underlying angular distributions are highly non-isotropic. This issue can however be remedied by considering high-order members of the maximum-entropy hierarchy.

### 3.6. Second-order $M_{2}$ maximum-entropy moment closure

The next member of the maximum-entropy hierarchy for gray media is the second-order $\mathrm{M}_{2}$ closure and is the primary focus of the present study. In a procedure similar to that described for the $\mathrm{M}_{1}$ closure, transport equations for known moments up to second-order are closed by assuming an entropy maximizing distribution and subsequently expressing the third-order closing moments (second-order moment fluxes), $I^{(3)}$, in terms of the known moments, i.e., $I^{(3)}=I^{(3)}\left(I^{(0)}, I^{(1)}, I^{(2)}\right)$ or, in the case of gray media, $N^{(3)}=N^{(3)}\left(N^{(1)}, N^{(2)}\right)$ ). Unfortunately, unlike the $\mathrm{M}_{1}$ closure for a gray medium, it is not possible to obtain a closed-form analytical expression for the closing moment flux of the $\mathrm{M}_{2}$ closure (in fact, a closed-form analytical expression for the closing flux is only possible for the $\mathrm{M}_{1}$ model in the case of gray media) and therefore, in the simulations of radiative transport, repeated numerical solution of the optimization problem defined by Eq. (15) would be necessary, making the application of the closure computationally expensive.

To circumvent the need for the costly solutions of the optimization problem to determine the Lagrange multipliers defining the maximum entropy distribution, an alternative interpolative-based approach for accurately approximating the closing flux for the gray $\mathrm{M}_{2}$ closure is proposed herein which attempts to retain many of the desirable properties of the original model (e.g., moment realizability and hyperbolicity of the moment equations) while resulting in substantially reduced computational costs compared to the repeated solution of the optimization problem. The proposed interpolant is formulated to closely match the form of the $\mathrm{M}_{2}$ maximum entropy solution within the entire space of physically realizable moments defined by the angular moments up to second-order (i.e., the space defined by the set of necessary and sufficient conditions such that there exists a non-negative distribution reproducing moments of the $\mathrm{M}_{2}$ closure). More specifically, an affine combination of the known analytical forms of $N^{(3)}$ on the boundaries of realizable space in terms of $N^{(1)}$ and $N^{(2)}$ is adopted as an approximation to the closing relation. The interpolant is then extended to the interior of realizable space via a fitting procedure such that it approximates pre-computed values of $N^{(3)}$ obtained by solving the optimization problem for entropy maximization for moment sets spanning the full range of realizable space. The development and description of the proposed interpolative-based second-order $\mathrm{M}_{2}$ closure are given below in the section to follow.

It should be noted that several authors have recently developed analytical approximations to the $\mathrm{M}_{2}$ maximum-entropy moment closure in multi-dimensional space. Firstly, as noted in the introduction, Pichard et al. [19] proposed an extension of the previously-developed approximation to the $\mathrm{M}_{2}$ closure by Monreal and Frank [18] for one space dimension to multiple dimensions. The multi-dimensional interpolative-based $\mathrm{M}_{2}$ closure proposed by Pichard et al. [19] was formulated for radiative transport obeying Boltzmann statistics. More specifically, their interpolation attempts to mimic the maximum entropy solutions only in the case where the first-order moment, $N^{(1)}$, coincides with one of the eigenvectors of the covariance matrix, $\left(N^{(2)}-N^{(1)}\left(N^{(1)}\right)^{T}\right)$. Their approximation of the maximum entropy solutions was comprised of several steps. Firstly, an interpolative-based approximation of the closure relation for the $\mathrm{M}_{2}$ closure, in the case where the covariance matrix has at least two identical eigenvalues, was developed. This approximation was obtained by means of convex combinations between the upper and lower boundaries of the
realizablity constraints on the highest-order moments, the analytical expressions of which are available in this particular case. The approximation was then extended to more general sets of eigenvalues for the covariance matrix, by means of polynomial interpolation, which reproduces known analytical expressions for the closure relations in the case of degenerate eigenvalues, and also reproduces the approximation corresponding to the case with at least two identical eigenvalues. The choice of polynomial interpolation, instead of convex combinations, at this stage of the approximation was justified by the fact that, unlike the case with at least two identical eigenvalues, there exist to date no necessary and sufficient realizability conditions for the third-order moment, $N^{(3)}$, in more general cases. Extension to the full realizability domain for moments up to order two was then achieved by means of convex combinations within the unit ball described by the realizability constraints on the first-order moment. By its construction, the resulting interpolative-based $\mathrm{M}_{2}$ closure, was proven to be realizable for sets of moments up to second-order for which the covariance matrix has at least two identical eigenvalues and one of its eigenvector is co-linear to $N^{(1)}$. Moreover, the maximum-entropy solutions are only well approximated in a portion of the full realizable space for moments up to second-order. Finally, it can be shown that the description of the closure relations used by Pichard et al. [19] on some of the boundaries of the realizable domain for moments up to second-order is problematic, making the application to the full range of practical simulations very difficult.

More recently, an extended quadrature method of moments (EQMOM)-based second-order moment closure was developed by Li et al. [35], as an approximation to the $\mathrm{M}_{2}$ maximum-entropy closure. In their approach, the base function used in the EQMOM scheme are $\beta$ probability density functions. One of the main advantages of this so-called $B_{2}$ model of Li et al. [35], compared to the $\mathrm{M}_{2}$ closure, is the existence of closed-form analytical expressions for the closure relation. Moreover, the $\mathrm{B}_{2}$ model provides a smooth interpolation between the isotropic and the freestreaming limits. However, the EQMOM-based closure does not really attempt to mimic closely the properties of the $\mathrm{M}_{2}$ maximum entropy closure and the $B_{2}$ model in multiple space dimensions is neither globally realizable nor globally hyperbolic. In fact, Li et al. [35] have shown that the quadrature-based approximation to the $\mathrm{M}_{2}$ closure is only realizable and hyperbolic in a portion of the realizable space defined by moments up to second-order.

## 4. Interpolative-based second-order $\mathbf{M}_{2}$ maximum-entropy moment closure

In this section, the new interpolative-based approximation of the second-order maximum entropy, $\mathrm{M}_{2}$, closure is formulated for radiative transfer in multi-dimensional, gray, participating media. Our proposed interpolant is formulated such that the known analytical expressions of the closing fluxes on the boundaries of realizable space are exactly reproduced. Using a polynomial interpolation procedure, the affine interpolant is then extended to match identically a range of pre-computed solutions of the optimization problem for entropy maximization for sets of moments spanning the full realizable space for moments up to second-order, as well as derivatives of the highest-order moment on the boundaries. This fitting of the pre-computed solutions is achieved by the use of orthogonal or near orthogonal polynomial basis functions so as to optimize the condition number of the resulting Vandermonde matrix and consequently facilitate the inversion of the latter. The nodes for the interpolation procedure are chosen to coincide with roots of Chebyshev polynomials, which are known to provide quasi-optimal approximation to any given function. In the near vicinity of the boundaries of the realizable moment space, the numerical solution of the highly nonlinear optimization problem
for entropy maximization becomes increasingly difficult, due to illconditioning of the Hessian matrix. In order to facilitate the solution of the optimization problem in these regions, preconditioning of the Hessian matrix is applied as described in Section 4.3 to follow, which substantially improves the condition number of the Hessian such that its inverse can be computed with good accuracy.

### 4.1. Necessary and sufficient conditions for realizability of moments up to second-order

As a first step, the necessary and sufficient conditions for realizability of moments up to second-order are presented and given. A proof of sufficiency is also provided. These conditions and the proof were previously established for both one- and multidimensional radiative heat transfer problems by Kershaw [22]. They were also key elements in the construction of the previous second-order closures of Pichard et al. [19] and Li et al. [35]; however, as they are crucial to the development of the proposed interpolative-based approximation of the $\mathrm{M}_{2}$ closure, they are resummarized here. Note that proof of sufficiency given here is a slight variant of Kershaw's proof and follows that of Monreal and Frank $[18,36]$ for the one-dimensional case, with an extension to the multi-dimensional case.

Realizability of the predicted angular moments of a given closure deals with the issue of whether or not a physically realistic (i.e., strictly positive valued or non-negative) angular distribution of the radiation intensity can be associated with the given set of moments. If such an angular distribution can be identified, then the moment set is deemed to be realizable. The conditions for moment realizability give rise to a set of constraints or realizability conditions on the predicted moments which can be used to define the extent of possible closure solutions in moment space. The approach essentially consists of multiplying a presumed nonnegative distribution by a non-negative polynomial test function defined in terms of the angular variables, from which necessary conditions for realizability of the moments can be derived. For a given set of $N$ angular weights, $\mathbf{S}^{(N)}=\left[1, s^{(1)}, s^{(n)}, \ldots\right]^{\mathrm{T}}$, and corresponding moments, $\mathbf{I}^{(N)}=\left\langle\mathbf{S}^{(N)} I\right\rangle$, one can construct a polynomial, $\mathcal{P}^{(N)}(\vec{v})=\mathbf{a}^{\mathrm{T}} \mathbf{S}^{(N)}$, where $\mathbf{a}^{\mathrm{T}}$ are the coefficients of the polynomial. It then follows that for any globally positive-valued angular distribution, $I$, and polynomial, $\mathcal{P}^{(N)}$, one must have
$\left\langle\left\|\mathcal{P}^{(N)}(\vec{v})\right\|^{2} I\right\rangle=\mathbf{a}^{\mathrm{T}}\left\langle\mathbf{S}^{(N)}\left[\mathbf{S}^{(N)}\right]^{\mathrm{T}} I\right| \mathbf{a} \geq 0$,
which, for an arbitrary polynomial, requires that the real symmetric matrix, $\mathbf{M}^{(N)}$, given by
$\mathbf{M}^{(N)}=\left\langle\mathbf{S}^{(N)}\left[\mathbf{S}^{(N)}\right]^{\mathrm{T}} I\right\rangle$,
must be positive definite. For situations in which this matrix is negative definite, it follows that the moment set is not consistent with any possible positive-valued distribution, $I$, and, hence, the moments are not physically realizable. For the $\mathrm{M}_{2}$ closure and moments up to second-order for an every-where non-negative angular distribution of the radiative intensity, the corresponding necessary conditions on moment realizability, which define the realizability domain for moments up to second order denoted by $\mathcal{R}^{2}$, can be defined as follows [18,22,36]:

$$
\begin{align*}
\mathcal{R}^{2}=\{ & \left(I^{(0)}, I^{(1)}, I^{(2)}\right) \in \mathbb{R}^{3} \times \mathbb{R}^{3 \times 3}, \quad \text { s.t. } I^{(0)} \geq 0, \quad\left\|N^{(1)}\right\| \leq 1, \\
& N^{(2)}-N^{(1)}\left(N^{(1)}\right)^{T} \geq 0, \quad \vec{n}^{T} N^{(2)} \vec{n} \leq 1 \quad \forall \quad\|\vec{n}\| \leq 1, \\
& \left.t r\left(N^{(2)}\right)=1 \quad \text { and } \quad N_{i j}^{(2)}=N_{j i}^{(2)}\right\} . \tag{21}
\end{align*}
$$

The proof of the existence of a non-negative distribution reproducing moments in $\mathcal{R}^{2}$ also provides a proof that conditions $\mathcal{R}^{2}$ are both necessary and sufficient. The former can be demonstrated via the application of a suitable transformation of $\mathcal{R}^{2}$ such that the


Fig. 1. Realizability Domain, $\mathcal{R}_{T}^{2}$, for the $\mathrm{M}_{2}$ Closure in the frame where $N^{(2)}-N^{(1)}\left(N^{(1)}\right)^{T}$ is diagonal positive definite for (a) a fixed set of parameters $\left\{\gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$; and (b) a fixed set of moments $\left\{N_{1}^{(1)}, N_{2}^{(1)}, N_{3}^{(1)}\right\}$.
form of the distribution can be represented by a convex combination of the distributions on the boundaries of the transformed realizability domain.

The system of equations for moments up to second-order has 10 dependent variables since the zeroth-order moment, $I^{(0)}$, is a scalar, the first-order moment, $I^{(1)}$, is a 3-component vector, and the second-order moment, $I^{(2)}$, is a symmetric second-order dyad or tensor with 6 unique entries. This relatively large set of variables can be reduced to a smaller but essentially equivalent one by an appropriate rotational transformation, Rot, of the coordinate frame such that $\operatorname{Rot}\left(N^{(2)}-N^{(1)}\left(N^{(1)}\right)^{T}\right)$ is diagonal. In such a rotated frame, the transformed second-order moment, denoted by $N^{\prime}(2)=\operatorname{Rot}\left(N^{(2)}\right)$, can be expressed as
$N^{\prime(2)}=N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}+\left(1-\left\|N^{\prime(1)}\right\|^{2}\right) \operatorname{diag}\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)$.
where $\gamma_{i}, i=1 \ldots 3$, are parameters which satisfy the constrains $\gamma_{i} \geq 0$ and $\sum_{i=1}^{3} \gamma_{i}=1$ (please refer to Appendix A). The transformed realizability domain, denoted by $\mathcal{R}_{T}^{2}=\operatorname{Rot}\left(\mathcal{R}^{2}\right)$, then has the following form

$$
\begin{align*}
\mathcal{R}_{T}^{2}= & \left\{\left(I^{\prime(0)}, I^{\prime(1)}, I^{\prime(2)}\right) \in \mathbb{R} \times \mathbb{R}^{3} \times \mathbb{R}^{3 \times 3},\right\} \quad \text { s.t. } \quad I^{\prime(0)} \geq 0, \quad\left\|N^{\prime(1)}\right\| \leq 1, \\
& \left.0 \leq \gamma_{i} \leq 1, \quad i=1 \ldots 3, \quad \text { and } \quad \sum_{i=1}^{3} \gamma_{i}=1\right\} . \tag{23}
\end{align*}
$$

The transformed realizability domain, $\mathcal{R}_{T}^{2}$, is illustrated in Fig. 1(a), for fixed values of $\gamma_{i}, i=1 \ldots 3$, and in Fig. 1(b), for a given flux vector $N^{\prime(1)}=\left[N_{1}^{\prime(1)}, N_{2}^{\prime(1)}, N_{3}^{\prime(1)}\right]$. For any realizable first-order moment, $N^{\prime(1)}$, the second-order moment, $N^{\prime(2)}$, is realizable if and only if $\gamma_{i}, i=1 \ldots 3$, satisfy the conditions given in Eq. (23), which describe an equilateral triangle in the coordinates frame $\gamma_{1} \gamma_{2} \gamma_{3}$ as illustrated in Fig. 1(b). As such, any convex combination of realizable moments at the vertices of such a triangle will also be realizable. Inspired by this knowledge, the distribution at any point, $P$, lying inside the triangle defined by points, $P_{i}$, $i=1 \ldots 3$, can be expressed as the barycentric interpolant of the values of the distribution evaluated at $P_{i}, I_{P_{i}}$, and written as
$I_{P}=\sum_{i=1}^{3} \gamma_{i} I_{P_{i}}$,
where $I_{P_{i}}$ represent the values of the distribution at $P_{i}, i=1 \ldots 3$, which, as shown in Appendix B, are uniquely determined by a combination of Dirac deltas and take the form
$I_{P_{i}}=I^{\prime(0)}\left[\rho_{i}^{+} \delta\left(\Omega_{i}-x_{i}^{+}\right)+\rho_{i}^{-} \delta\left(\Omega_{i}-x_{i}^{-}\right)\right] \delta\left(\Omega_{j}-N_{j}^{\prime(1)}\right) \delta\left(\Omega_{k}-N_{k}^{\prime(1)}\right)$,
where $(i, j, k) \in(1,2,3)$ with $i \neq j \neq k$ and
$x_{i}^{ \pm}= \pm \sqrt{1-\left\|N^{\prime(1)}\right\|^{2}+\left(N_{i}^{\prime(1)}\right)^{2}}$,
and
$\rho_{i}^{ \pm}=\frac{N_{i}^{\prime(1)}-x_{i}^{\mp}}{2 x_{i}^{ \pm}}$.
It is clear that the value of the distribution, $I_{P}$, for point, $P$, given by Eq. (24) is non-negative since it corresponds to a convex combination of non-negative distributions, $I_{P_{i}}, i=1 \ldots 3$. In order to complete the proof of sufficiency, it must be shown that the distribution given by Eq. (24) also reproduces moments lying inside the realizability domain, $\mathcal{R}_{T}^{2}$ (see Appendix C). The distributions $I_{P_{i}}$, $i=1 \ldots 3$, reproduce moments at the vertices of the triangle ( $P_{1}$, $P_{2}$, and $P_{3}$ ), and, as such, any convex combination of these three distributions will therefore reproduce moments lying within the triangle and consequently within $\mathcal{R}_{T}^{2}$. This completes the proof.

It is worth pointing out that the distribution of Eq. (24) is similar to that of Kershaw [22] and reduces to his result in the onedimensional case, i.e., for $N_{2}^{\prime(1)}=0$ and $N_{3}^{\prime(1)}=0$. More specifically, in the case where $N_{11}^{\prime(2)}=1$, i.e., $\gamma_{1}=1$, Eq. (24) reduces to
$I_{P}=I^{\prime}(0)\left[\frac{1+N_{1}^{\prime(1)}}{2} \delta\left(\Omega_{1}-1\right)+\frac{1-N_{1}^{\prime(1)}}{2} \delta\left(\Omega_{1}+1\right)\right] \delta\left(\Omega_{2}\right) \delta\left(\Omega_{3}\right)$,
and for $N_{11}^{\prime(2)}=\left(N_{1}^{\prime(1)}\right)^{2}$, i.e., $\gamma_{1}=0$, one obtains
$I_{P}=I^{\prime(0)}\left[\rho_{i}^{+} \delta\left(\Omega_{i}-x_{i}\right)+\rho_{i}^{-} \delta\left(\Omega_{i}+x_{i}\right)\right] \delta\left(\Omega_{j}-N_{j}^{\prime(1)}\right) \delta\left(\Omega_{k}-N_{k}^{\prime(1)}\right)$.

### 4.2. Interpolative-based closing relations for $M_{2}$ moment closure

With the necessary and sufficient conditions for moment realizability for moments up to second-order established, we can now proceed with the development of a realizable interpolative-based approximation of the $\mathrm{M}_{2}$ closure for radiative heat transfer in gray participating media. The analytical expressions for the distribution at the vertices of the triangle defined by points ( $P_{1}, P_{2}, P_{3}$ ) given in Eq. (25) can be used to derive analytical expressions for the closing flux, $N^{\prime(3)}$, at those points as shown in Appendix B. Similar to the approach used to prove sufficiency of the realizability

Table 1
Exact Analytic Expression of $\mathrm{M}_{2}$ Closure Relation at the Vertices of the Triangle $P_{1}, P_{2}, P_{3}$.

| Vertex | $N_{111}^{\prime(3)}$ | $N_{122}^{\prime(3)}$ | $N_{123}^{\prime(3)}$ |
| :--- | :--- | :--- | :--- |
| $P_{1}$ | $N_{1}^{\prime(1)}\left[\left(N_{1}^{\prime(1)}\right)^{2}+\left(1-\left\\|N^{\prime(1)}\right\\|^{2}\right)\right]$ | $N_{1}^{\prime(1)}\left(N_{2}^{\prime(1)}\right)^{2}$ | $N_{1}^{\prime(1)} N_{2}^{\prime(1)} N_{3}^{\prime(1)}$ |
| $P_{2}$ | $\left(N_{1}^{\prime(1)}\right)^{3}$ | $N_{1}^{\prime(1)}\left[\left(N_{2}^{\prime(1)}\right)^{2}+\left(1-\left\\|N^{\prime(1)}\right\\|^{2}\right)\right]$ | $N_{1}^{(1)} N_{2}^{(1)} N_{3}^{\prime(1)}$ |
| $P_{3}$ | $\left(N_{1}^{\prime(1)}\right)^{3}$ | $N_{1}^{\prime(1)}\left(N_{2}^{\prime(1)}\right)^{2}$ | $N_{1}^{\prime(1)} N_{2}^{\prime(1)} N_{3}^{\prime(1)}$ |

conditions for moments up to order two, the closing flux relations for the $\mathrm{M}_{2}$ closure within $\mathcal{R}_{T}^{2}$ are approximated by affine combinations of the exact analytical expressions at points $P_{i}, i=1 \ldots 3$ (see Table 1). The interpolant is chosen such that the closures approximate their corresponding numerical values obtained by solving the optimization problem for entropy maximization, Eq (15), for sets of moments spanning $\mathcal{R}_{T}^{2}$. More specifically, the approximation of the closing flux in the rotated frame, $N^{(3)}$, is assumed to take the form
$N_{i j k}^{\prime(3)}=\sum_{i=1}^{3} f\left(\gamma_{i}\right) N_{i j k}^{\prime(3)}\left(P_{i}\right)$.
where $f\left(\gamma_{i}\right)$ are weighting functions satisfying $\sum_{i=1}^{3} f\left(\gamma_{i}\right)=1$. Once approximations of the closing moment fluxes in $\mathcal{R}_{T}^{2}$ are obtained, the closing relations for $\mathcal{R}^{2}$ can then be derived through the inverse transformation of $\mathcal{R}_{T}^{2} \rightarrow \mathcal{R}^{2}$ as defined by
$\mathbb{T}: \mathcal{R}_{T}^{2} \rightarrow \mathcal{R}^{2}\left(I^{(0)}, I^{(1)}, I^{\prime(2)}\right) \rightarrow\left(I^{(0)}, I^{(1)}, I^{(2)}\right)$

$$
\begin{equation*}
\text { s.t. } \quad I^{\prime(0)}=I^{(0)}, \quad I_{i}^{\prime(1)}=R_{i j} I_{j}^{(1)}, \quad I_{i j}^{\prime(2)}=R_{i m} I_{m n}^{(2)} R_{n j} \tag{31}
\end{equation*}
$$

where $R_{i j}$ is the rotation matrix such that $R^{T}\left(N^{(2)}-N^{(1)}\left(N^{(1)}\right)^{T}\right) R$ is diagonal positive definite.

The third-order normalized moment tensor, $N^{\prime(3)}$, is symmetric and therefore has just 10 unique entries. Knowledge of just 3 of these entries, namely $N_{111}^{\prime(3)}, N_{122}^{\prime(3)}$ and $N_{123}^{\prime(3)}$, is sufficient to obtain values for the remaining 7 entries which can be related to these 3 entries as follows:
$N_{222}^{(3)}\left(N_{1}^{\prime(1)}, N_{2}^{(1)}, N_{3}^{(1)}, \gamma_{1}, \gamma_{2}\right)=N_{111}^{(3)}\left(N_{2}^{(1)},-N_{1}^{(1)}, N_{3}^{(1)}, \gamma_{2}, \gamma_{1}\right)$,
$N_{333}^{(3)}\left(N_{1}^{(1)}, N_{2}^{(1)}, N_{3}^{(1)}, \gamma_{1}, \gamma_{2}\right)=N_{111}^{(3)}\left(N_{3}^{(1)}, N_{2}^{(1)},-N_{1}^{(1)}, 1-\gamma_{1}-\gamma_{2}, \gamma_{2}\right)$,
$N_{112}^{(3)}\left(N_{1}^{(1)}, N_{2}^{(1)}, N_{3}^{(1)}, \gamma_{1}, \gamma_{2}\right)=N_{122}^{(3)}\left(N_{2}^{(1)},-N_{1}^{(1)}, N_{3}^{(1)}, \gamma_{2}, \gamma_{1}\right)$,
$N_{113}^{(3)}\left(N_{1}^{(1)}, N_{2}^{(1)}, N_{3}^{\prime(1)}, \gamma_{1}, \gamma_{2}\right)=N_{122}^{(3)}\left(N_{3}^{(1)}, N_{1}^{(1)}, N_{2}^{(1)}, 1-\gamma_{1}-\gamma_{2}, \gamma_{1}\right)$,
$N_{133}^{(3)}\left(N_{1}^{(1)}, N_{2}^{(1)}, N_{3}^{(1)}, \gamma_{1}, \gamma_{2}\right)=N_{122}^{(3)}\left(N_{1}^{(1)}, N_{3}^{(1)},-N_{2}^{(1)}, \gamma_{1}, 1-\gamma_{1}-\gamma_{2}\right)$,
$N_{223}^{(3)}\left(N_{1}^{(1)}, N_{2}^{(1)}, N_{3}^{(1)}, \gamma_{1}, \gamma_{2}\right)=N_{122}^{(3)}\left(N_{3}^{(1)}, N_{2}^{(1)},-N_{1}^{(1)}, 1-\gamma_{1}-\gamma_{2}, \gamma_{2}\right)$,
$N_{233}^{(3)}\left(N_{1}^{(1)}, N_{2}^{\prime(1)}, N_{3}^{(1)}, \gamma_{1}, \gamma_{2}\right)=N_{122}^{(3)}\left(N_{2}^{(1)}, N_{3}^{(1)}, N_{1}^{(1)}, \gamma_{2}, 1-\gamma_{1}-\gamma_{2}\right)$.

The optimization problem for entropy maximization given by Eq. (15) cannot be solved on directly everywhere on the boundaries of the realizability domain $\mathcal{R}_{T}^{2}$, denoted as $\partial \mathcal{R}_{T}^{2}$, as the corresponding entropy maximizing distribution can become singular due to the fact that propagation of radiation is then only allowed along specific directions or becomes planar, instead of spanning the full solid angle. In these situations, the intensity distribution is either uniquely determined by a Dirac delta distribution or a combination of Dirac delta distributions, or an entropy maximizing distribution describing propagation of radiation on the (unit) circle as discussed in Appendix B. Pre-computed values of $N^{(3)}$ can then be obtained by solving the appropriate optimization problem for entropy maximization in the interior of $\mathcal{R}_{T}^{2}$ and in regions of $\partial \mathcal{R}_{T}^{2}$ where exact analytical expressions for $N^{(3)}$ are not available.

Based on the interpolation used to prove sufficiency of the conditions for moment realizability up to second-order and the known
exact analytical form of $N_{111}^{(3)}, N_{122}^{(3)}, N_{123}^{(3)}$ on the boundaries of $\mathcal{R}_{T}^{2}$ (see Table 1), the following approximations are proposed:
$N_{111}^{\prime(3)}\left(\left\|N^{\prime(1)}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right)=N_{1}^{(1)}\left[\left(N_{1}^{\prime(1)}\right)^{2}+f_{N_{111}^{(3)}}\left(1-\left\|N^{\prime(1)}\right\|^{2}\right)\right]$,
$N_{122}^{(3)}\left(\left\|N^{,(1)}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right)=N_{1}^{(1)}\left[\left(N_{2}^{(1)}\right)^{2}+f_{N_{122}^{(3)}}\left(1-\left\|N^{(1)}\right\|^{2}\right)\right]$,
$N_{123}^{\prime(3)}\left(\left\|N^{\prime(1)}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right)=f_{N_{123}^{(3)}} N_{1}^{(1)} N_{2}^{\prime(1)} N_{3}^{(1)}$,
where $\theta$ and $\phi$, respectively represent the polar and azimuthal angles characterizing the direction of the first-order normalized moment, $N^{(1)}$, in a spherical coordinate system and are defined as follows

and $f_{N_{111}^{(3)}}=f_{N_{111}^{(3)}}\left(\left\|N^{\prime(1)}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right), f_{N_{122}^{(3)}}=f_{N_{122}^{(3)}}\left(\left\|N^{(1)}\right\|, \theta, \phi\right.$, $\left.\gamma_{1}, \gamma_{2}\right)$, and $f_{N_{123}^{(3)}}=f_{N_{123}^{(3)}}\left(\left\|N^{r(1)}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right)$ are polynomial expressions defined such that the approximations of the closing flux accurately reproduce pre-computed solutions of the optimization problem for entropy maximization. For illustration purposes, isocontours of $f_{N_{111}^{(3)}}, f_{N_{122}^{(3)}}$, and $f_{N_{123}^{(3)}}$, over the triangle $\mathrm{P}_{1} \mathrm{P}_{2} \mathrm{P}_{3}$ are illustrated in Figs. 2(a), (b), and (c), respectively. For accurately approximating the pre-computed solutions as well as derivatives on the boundaries of the realizable space, we choose to write $f_{N_{111}^{(3)}}$, $f_{N_{122}^{(3)}}$, and $f_{N_{123}^{(3)}}$ as affine combinations of the form
$f_{N_{111}^{(3)}}\left(\left\|N^{{ }^{(1)}}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right)=\gamma_{1}\left[1+\left(1-\gamma_{1}\right) g_{N_{111}^{(3)}}\right]$,
$f_{N_{122}^{(3)}}\left(\left\|N^{(1)}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right)=\gamma_{2}\left[1+\gamma_{1} g_{N_{122}^{(3)}}\right]$,
$f_{N_{123}^{(3)}}\left(\left\|N^{r(1)}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right)=1+\gamma_{1} \gamma_{2} \gamma_{3} g_{N_{123}^{(3)}}$,
where $g_{N_{11}^{(3)}}=g_{N_{111}^{(3)}}\left(\left\|N^{(1)}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right), \quad g_{N_{122}^{(3)}}=g_{N_{122}^{(3)}}\left(\left\|N^{{ }^{(1)}}\right\|\right.$, $\left.\theta, \phi, \gamma_{1}, \gamma_{2}\right)$, and $g_{N_{123}^{(3)}}=g_{N_{123}^{(3)}}\left(\left\|N^{(1)}\right\|, \theta, \phi, \gamma_{1}, \gamma_{2}\right)$ are polynomial expressions which are written as series expansion in terms of orthogonal basis functions as follows
$g_{N_{111}^{(3)}}=\sum_{i=0}^{n_{i}} \sum_{j=0}^{n_{j}} \sum_{k=-j}^{j} \sum_{l=0}^{n_{l}} \sum_{m=0}^{n_{m}} C_{i j k l m}^{N_{111}^{(3)}} T_{2 i}\left(\left\|N^{N^{(1)}}\right\|\right) Y_{j}^{k}(\theta, \phi) T_{l}\left(\hat{\gamma}_{1}\right) T_{m}\left(\hat{\gamma}_{2}\right)$,


Fig. 2. Isocontours of (a) $f_{N_{11}^{3}}$; (b) $f_{N_{122}^{33}}$ and (c) $f_{N_{123}^{3}}$ over the triangle $\mathrm{P}_{1} \mathrm{P}_{2} \mathrm{P}_{3}$ for $N_{1}^{(1)}=0.4, N_{2}^{r(1)}=0.2, N_{3}^{r(1)}=0.15$.
$g_{N_{122}^{(3)}}=\sum_{i=0}^{n_{i}} \sum_{j=0}^{n_{j}} \sum_{k=-j}^{j} \sum_{l=0}^{n_{l}} \sum_{m=0}^{n_{m}} C_{i j k l m}^{N_{122}^{(3)}} T_{2 i}\left(\left\|N^{(1)}\right\|\right) Y_{j}^{k}(\theta, \phi) T_{l}\left(\hat{\gamma}_{1}\right) T_{m}\left(\hat{\gamma}_{2}\right)$,
$g_{N_{123}^{(3)}}=\sum_{i=0}^{n_{i}} \sum_{j=0}^{n_{j}} \sum_{k=-j}^{j} \sum_{l=0}^{n_{l}} \sum_{m=0}^{n_{m}} C_{i j k l m}^{N_{123}^{(3)}} T_{2 i}\left(\left\|N^{(1)}\right\|\right) Y_{j}^{k}(\theta, \phi) T_{l}\left(\hat{\gamma}_{1}\right) T_{m}\left(\hat{\gamma}_{2}\right)$,
where $\hat{\gamma_{1}}$ and $\hat{\gamma_{2}}$ are obtained through a rectangle-triangle mapping of the form
$\gamma_{1}=\frac{1+\hat{\gamma_{1}}}{2} \frac{2-(1-\zeta)\left(1+\hat{\gamma_{2}}\right)}{2}, \quad \gamma_{2}=\frac{1+\hat{\gamma_{2}}}{2} \frac{2-\zeta\left(1+\hat{\gamma_{1}}\right)}{2}$,
and where $\zeta$ is a parameter for the mapping. In Eqs. (40), (41), and (42), $T_{n}$ is a Chebyshev polynomial of the first kind of order $n, Y_{j}^{k}$ is a spherical harmonic function of degree $j$ and order
$k$, and $C_{i j k l m}^{N_{111}^{(3)}}, C_{i j k l m}^{N_{12}^{(3)}}$, as well as $C_{i j k l m}^{N_{123}^{(3)}}, i=0, \ldots, n_{i}, j=0, \ldots, n_{j}$, $k=-j, \ldots, j, l=0, \ldots, n_{l}, m=0, \ldots, n_{m}$ are coefficients to be determined such that the proposed approximation of the $\mathrm{M}_{2}$ closure accurately reproduces pre-computed solutions of the optimization problem for entropy maximization for sets of moments up to second-order spanning the full realizable space. The coefficients of the interpolant are computed by solving the Vandermonde system arising from the enforcement of Eqs. (40), (41), and (42) at various nodal points throughout the realizable space. Following a careful analysis of the numerical solutions of the optimization problem for entropy maximization, the interpolation points for $\left\|N^{(1)}\right\|, \hat{\gamma_{1}}$, and $\hat{\gamma_{2}}$ were chosen to coincide with roots of Chebyshev polynomials of order $2 n_{i}, n_{l}$, and $n_{m}$, respectively, for given values of $n_{i}$, $n_{l}$, and $n_{m}$. On the other hand, the interpolation nodes for $\theta$ were selected to correspond to roots of the Legendre polynomials of order $n_{j}$ and a set of $2 n_{j}$ points uniformly distributed on the unit circle are chosen for $\phi$. In order to assess the accuracy of the proposed interpolative-based approximation of the $\mathrm{M}_{2}$ closure, its val-
ues, obtained by evaluating the approximations at a relatively large number of points uniformly distributed throughout the realizable domain, were compared to solutions of the entropy maximization problem at the points of interest. More specifically, a set of 50 values of each of the variables $\left\|N^{(1)}\right\|, \theta, \phi$, equally distributed in $[0,1],[0, \pi]$ and $[0,2 \pi]$, respectively, as well as 20 values of $\hat{\gamma}_{1}$ and of $\hat{\gamma_{2}}$ equally distributed within the triangle $\left(P_{1}, P_{2}, P_{3}\right)$ as depicted in Fig. 1, were considered in the validation of the proposed interpolant. The choices for the optimal number of coefficients, $n_{i}$, $n_{j}$, and $n_{l}$, were dictated by the convergence of the preceding approximations to the computed maximum-entropy solution in both the $L^{2}$ - and $L^{\infty}$-norm sense.

### 4.3. Numerical solution of the optimization problem for entropy maximization

The entropy of radiation based on Bose-Einstein statistics given by Eq. (10) is a strictly convex functional, and, as such, any locally optimal set of Lagrange multipliers, $\alpha$, would also be a globally optimal set. The sequential quadratic programming (SQP) algorithm, as implemented in the software package NLopt [37-39] an open source library for nonlinear optimization, was therefore used for the solution of the optimization problem as defined by Eq. (11). In this implementation, an objective function and its gradients, as well as additional constraints, are supplied by the user. The Hessian matrix of second derivatives, which is required for solving the Newton system of equations, is then estimated by means of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, which provides substantial computational savings compared to the direct evaluation of the Hessian matrix. The algorithm provides very good convergence for sets of moments far away from the boundaries of the realizability domain. However, as one of the boundaries is approached, the dual optimization problem becomes increasingly difficult to solve and might even fail to converge due to ill-conditioning of the Hessian matrix. In order to improve the condition number of the Hessian matrix, a preconditioning of the latter, similar to that described by Alldredge et al. [40] is advocated. The preconditioning is equivalent to an adaptive change of polynomial basis, relative to the original basis $\boldsymbol{m}(\vec{s})$, such that the Hessian is the identity matrix in the new basis. In addition, the regularization scheme introduced by Alldredge et al. [41] is employed to make the optimization algorithm more robust, especially for very ill-conditioned problem. Instead of using a Cholesky factorization of the Hessian for the preconditioning as chosen by Alldredge et al. [40], the numerically stable modified Gram-Schmidt algorithm, described by Abramov [42], is adopted. Furthermore, instead of preconditioning the Hessian matrix at each Newton step during the optimization, the procedure developed by Abramov [43], allowing for several Newton steps between successive reorthogonalizations, is adopted. The procedure consists of tracking the condition number of the inverse of the Hessian during the BFGS iterations, and then precondition the Hessian matrix whenever the condition number exceeds a threshold value of 20.

## 5. Boundary conditions

The numerical solution of systems of partial differential equations generally requires the prescription of boundary conditions in order to evaluate the numerical fluxes at the boundaries of the computational domain. In the context of the system of equations for the angular moments of the radiative intensity distribution resulting from moment closures, boundary conditions are generally prescribed in terms of the full moments. However, only the outgoing partial moments are generally known at a given boundary. In this work, boundary conditions are prescribed using a partial moment approach in which the boundary data is viewed as a sum of
the two contributions: one from the radiation that is incoming to the boundary and one from the outgoing radiation. The latter is obtained by taking angular integrals of the outgoing distribution of radiative intensity, which, in the case of diffusively reflecting and emitting wall surfaces, as is the case in most practical combustion systems [44], can be expressed as follows
$I_{w}=\epsilon_{w} I_{b}\left(T_{w}\right)+\frac{\left(1-\epsilon_{w}\right)}{\pi} \int_{\Omega=2 \pi} s(i) I \mathrm{~d} \Omega$,
where $T_{w}$ and $\epsilon_{w}$ represent the wall temperature and emissivity, respectively. The derivation of the partial outgoing moments is straightforward for black walls $\left(\epsilon_{w}=1\right)$. However, if the walls also reflect a portion of the incoming radiation, the derivation of the outgoing partial moments can be quite challenging, especially for entropy-maximizing distributions for which analytical integrals of the underlying intensity distribution cannot be obtained. For the $\mathrm{P}_{N}$ approximations, the partial outgoing moments can directly be expressed in terms of the moments of the distribution.

In order to prescribe values for the full moments, the partial incoming moments, which depend on the incoming intensity, must also be specified at the boundaries. Closed form analytical expressions for the partial incoming moments in terms of the incoming full moments exist for the $\mathrm{P}_{N}$ moment closure, but not for the $\mathrm{M}_{N}$ maximum-entropy closures. For the latter, the optimization problem for entropy maximization can again be solved repeatedly whenever boundary conditions are required. Such a procedure is adopted for the $\mathrm{M}_{2}$ closure here; however, in order to eliminate the relatively high computational costs that are associated with the numerical presciption of the boundary data, interpolativebased analytical approximations of the incoming partial moments have been developed for the $\mathrm{M}_{1}$ closure in the context of radiative transfer in gray participating media, and will be described in a future follow-on paper. The construction of similar types of approximations of the incoming partial moments for the $\mathrm{M}_{2}$ closure will be the subject of other future studies. Note that the partial moment approach adopted herein is fully consistent and by construction the boundary conditions will yield the appropriate full moments for the case of identical incoming and outgoing radiation intensity distributions.

### 5.1. Partial moments for gray $M_{2}$ closure

Similar to the closing fluxes for the $\mathrm{M}_{2}$ maximum-entropy closure, closed-form analytical expressions do not exist for the partial moments of the $\mathrm{M}_{2}$ model and they must in general be evaluated numerically. While it would seem possible to formulate accurate and efficient interpolative-based approximations to the partial moments similar to those developed herein for the $\mathrm{M}_{2}$ closing fluxes, this was deemed beyond the scope of the present study. Instead, the incoming partial moments for the gray $\mathrm{M}_{2}$ closure are obtained by numerically solving the dual optimization problem for entropy maximization, Eq. (15), for any given realizable set of moments up to second-order. The SQP algorithm outlined in Section 4.3 above is again used in the solution of the optimization problem. The associated entropy maximizing distribution with known Lagrange multipliers, which takes the form given in Eq. (14), can then be integrated over the appropriate half space to obtain the partial moments of interest. This numerical approach, despite being relatively computationally expensive, represents a first step in the development of partial moment boundary conditions for the $\mathrm{M}_{2}$ closure and permits the assessment of the predictive capabilities of the proposed interpolative-based $\mathrm{M}_{2}$ closure as considered here. The development of accurate and more efficient interpolative-based approximations of the partial moment boundary data will be the subject of future follow-on research.

### 5.2. Partial moments for gray $M_{1}$ closure

Despite the existence of a closed form analytical expression for the gray first-order maximum-entropy, $\mathrm{M}_{1}$, closure, there also exists no exact analytical expression for the corresponding partial moments in multiple space dimensions. As for the $\mathrm{M}_{2}$ closure, the incoming partial moments for the gray $\mathrm{M}_{1}$ closure could also be obtained by numerically solving the dual optimization problem for entropy maximization; however, in this study, the partial moments needed for prescribing the boundary data were obtained using interpolative-based analytical approximations of the numerically-evaluated partial moments. The proposed interpolants for the partial moments of the gray $\mathrm{M}_{1}$ closure are defined such that analytical expressions in both the isotropic and free-streaming limits are exactly reproduced, and pre-computed solutions of the optimization problem for entropy maximization, for sets of moments spanning the full realizable space for moments up to firstorder, are accurately approximated. Due to length restrictions, the interpolative-based expressions for the partial moments are not described herein, but will be the subject of a future follow-on paper.

## 6. Numerical solution method

Like the $P_{1}, P_{3}$, and $M_{1}$ moment closures, the proposed interpolative-based second-order $\mathrm{M}_{2}$ maximum-entropy moment closure is strictly hyperbolic in the sense of Lax [45]. In the original definition, quasi-linear inhomogeneous PDEs are said to be strictly hyperbolic if the eigenvalues associated with the eigensystem of the coefficient matrices and flux Jacobians are all real and distinct. A slightly less restrictive demand for strict hyperbolicity is that the eigenvalues are all real (i.e., repeated eigenvalues are permitted) and that the corresponding right eigenvectors form a complete and linearly independent set such that the coefficient matrices and flux Jacobians are diagonizable. Levermore [46] has shown that the maximum-entropy closures applied to the Boltzmann equations of gas kinetic theory with the Boltzmann entropy result in moment equations that are symmetric hyperbolic systems and strictly hyperbolic. Quasi-linear hyperbolic PDEs of the type governing the system of angular moments for the $M_{2}$ closure are very well suited for solution by the now standard family of upwind finite-volume spatial discretization techniques originally developed by Godunov [47]. In this study, solutions of the proposed interpolative-based $\mathrm{M}_{2}$ closure for gray media, as well as the $P_{1}, P_{3}$, and $M_{1}$ moment closures, are all obtained using a parallel, implicit, upwind Godunov-type finite-volume scheme similar to those previously described by Groth and co-workers [3,31,4851] for systems of partial differential equations. In what follows, the proposed numerical solution methodology is described for the $\mathrm{M}_{2}$ moment closure. Similar solution methods are applied here for solution of the other three closure methods. Additionally, the hyperbolicity of the proposed interpolative-based $\mathrm{M}_{2}$ closure is explored by numerical means and discussed in Subsection 6.2 below.

### 6.1. Weak conservation form of $M_{2}$ moment equations

The finite-volume scheme for the proposed interpolative-based second-order $\mathrm{M}_{2}$ closure considers the solution of the weak conservation form of the moment equations on two-dimensional, body-fitted, multi-block, quadrilateral meshes. The weak conservation form of the $M_{2}$ moment equations for a two-dimensional Cartesian coordinate system can be obtained by taking appropriate angular moments of the underlying RTE for a gray medium and written as
$\frac{\partial \mathbf{U}}{\partial t}+\frac{\partial \mathbf{F}}{\partial x}+\frac{\partial \mathbf{G}}{\partial y}=\mathbf{S}$,
where $\mathbf{U}$ is the vector of conserved moments given by
$\mathbf{U}=\left[I^{(0)}, I_{x}^{(1)}, I_{y}^{(1)}, I_{x x}^{(2)}, I_{x y}^{(2)}, I_{y y}^{(2)}\right]^{T}$,
$\mathbf{F}$ and $\mathbf{G}$ are the flux vectors in the $x$ - and $y$-coordinate directions, respectively, having the form
$\mathbf{F}=c\left[I_{x}^{(1)}, I_{x x}^{(2)}, I_{x y}^{(2)}, I_{x x x}^{(3)}, I_{x x y}^{(3)}, I_{x y y}^{(3)}\right]^{T}$,
$\mathbf{G}=c\left[I_{y}^{(1)}, I_{x y}^{(2)}, I_{y y}^{(2)}, I_{y x x}^{(3)}, I_{y x y}^{(3)}, I_{y y y}^{(3)}\right]^{T}$,
and where $S$ represents the source term, which, under the assumption of isotropic scattering, is given by
$\mathbf{S}=c\left[\begin{array}{c}\kappa\left(a T^{4}-I^{(0)}\right) \\ -\left(\kappa+\sigma_{s}\right) I_{x}^{(1)} \\ -\left(\kappa+\sigma_{s}\right) I_{y}^{(1)} \\ \frac{1}{3}\left(\kappa a T^{4}+\sigma_{s} I^{(0)}\right)-(\kappa+\sigma) I_{x x}^{(2)} \\ -(\kappa+\sigma) I_{x y}^{(2)} \\ \frac{1}{3}\left(\kappa a T^{4}+\sigma_{s} I^{(0)}\right)-(\kappa+\sigma) I_{y y}^{(2)}\end{array}\right]$.
In Eqs. (45)-(48), the third-order moment fluxes are expressed in terms of the lower-order moments using Eqs. (33), (34), (35), and (32) defined above, thereby resulting in the gray $\mathrm{M}_{2}$ closure.

Although not shown here, due to the hierarchical structure of the equations for the angular moments given in Eq. (45), it is relatively straightforward to apply a perturbative analysis and show that the $\mathrm{M}_{2}$ closure formally recovers the usual optically-thick isotropic or so-called diffusion limit [1] commonly encountered in some applications of radiative transfer.

### 6.2. Hyperbolicity of interpolative-based $M_{2}$ moment closure

The hyperbolicity of the proposed interpolative-based $\mathrm{M}_{2}$ moment closure for two space dimensions is investigated by considering the eigenvalues of the flux Jacobian $\mathbf{A}=\partial \mathbf{F} / \partial \mathbf{U}$ and $\mathbf{B}=\partial \mathbf{G} / \partial \mathbf{U}$ for the $x$ - and $y$-coordinate directions, respectively. Hyperbolicity is ensured if the eigenvalues of the Jacobians $\mathbf{A}$ and $\mathbf{B}$ are all real. For the $\mathrm{M}_{2}$ closure, the flux Jacobian in the $x$-direction, $\mathbf{A}$, can be written as
$\mathrm{A}=\frac{\partial \mathrm{F}}{\partial \mathrm{U}}=c\left[\begin{array}{cccccc}0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ \frac{\partial I_{x x}^{(3)}}{\partial I^{(0)}} & \frac{\partial I_{x x y}^{(3)}}{\partial I_{x}^{(1)}} & \frac{\partial I_{x x}^{(3)}}{\partial I_{y}^{(1)}} & \frac{\partial I_{x x x}^{(3)}}{\partial I_{x x}^{(2)}} & \frac{\partial I_{x x}^{(3)}}{\partial I_{x y}^{(2)}} & \frac{\partial I_{x x}^{(3)}}{\partial I_{y y}^{(3)}} \\ \frac{\partial I_{x x y}^{(3)}}{\partial I^{(0)}} & \frac{\partial I_{x x y}^{(3)}}{\partial I_{x}^{(1)}} & \frac{\partial I_{x y y}^{(3)}}{\partial I_{y}^{(1)}} & \frac{\partial I_{x x y}^{(3)}}{\partial I_{x x}^{(2)}} & \frac{\partial I_{x x y}}{\partial I_{x y}^{(2)}} & \frac{\partial I_{x x y}^{(x)}}{\partial I_{y y}^{(2)}} \\ \frac{\partial I_{x y y}^{(3)}}{\partial I^{(0)}} & \frac{\partial I_{x y y}^{(3)}}{\partial I_{x}^{(1)}} & \frac{\partial I_{x y}^{(3)}}{\partial I_{y}^{(1)}} & \frac{\partial I_{x y y}^{(3)}}{\partial I_{x x}^{(2)}} & \frac{\partial I_{x y}^{I}}{\partial I_{x y}^{(3)}} & \frac{\partial I_{y y}^{(3)}}{\partial I_{y y}^{(2)}}\end{array}\right]$,
where the derivatives of the closing fluxes with respect to the lower-order moments making up the components of the solution vector, $\mathbf{U}$, in $\mathcal{R}^{2}$, can be written in the form
$\frac{\partial I_{i j k}^{(3)}}{\partial U_{q}}=I_{l m n}^{\prime(3)} \frac{\partial}{\partial U_{q}}\left(R_{l i} R_{m j} R_{n k}\right)+R_{l i} R_{m j} R_{n k} \frac{\partial I_{l m n}^{\prime(3)}}{\partial U_{q}}$,
where
$\frac{\partial I_{i j k}^{\prime(3)}}{\partial U_{q}}=\frac{\partial I_{l m n}^{\prime(3)}}{\partial U_{q}^{\prime}}\left[R_{i j}(\mathbf{U}) \delta_{j q}+U_{j} \frac{\partial R_{i j}(\mathbf{U})}{\partial U_{q}}\right]$,
and where
$\frac{\partial}{\partial U_{q}}\left(R_{l i} R_{m j} R_{n k}\right)=R_{m j} R_{n k} \frac{\partial R_{l i}}{\partial U_{q}}+R_{l i} R_{n k} \frac{\partial R_{m j}}{\partial U_{q}}+R_{l i} R_{m j} \frac{\partial R_{n k}}{\partial U_{q}}$.
Analytical expressions of the derivatives for the closing fluxes $I_{i j k}^{\prime(3)}$, in $\mathcal{R}_{T}^{2}$, with respect to the lower-order moments, $U_{q}^{\prime}$, in $\mathcal{R}_{T}^{2}$, can be readily derived by using Eqs. (33), (34), (35) and (32). Furthermore, the derivatives appearing in Eq. (52) can also be obtained


Fig. 3. Quadrilateral computational cell of two-dimensional multi-block body-fitted mesh.
from the analytical form of the rotation matrix, $R$, with respect to the lower-order moments, $U_{q}$, in $\mathcal{R}^{2}$.

The eigenvalues of the $x$-direction flux Jacobian, $A$, of Eq. (49) were evaluated numerically for sets of moments spanning the whole realizability domain, $\mathcal{R}^{2}$. More specifically, 50 values of $\left\|N^{(1)}\right\|$ equally distributed in $[0,1], 50$ of $\theta$ equally distributed in $[0, \pi], 50$ of $\phi$ equally distributed in $[0,2 \pi]$, and 100 sets of values of $\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)$ equally distributed within the associated equilateral triangle, were used for the investigation of hyperbolicity. The numerical study revealed that the eigenvalues of the flux Jacobian, A, are all real valued for all of the points considered within the space of realizable moments. Due to the geometric symmetries of the closure, similar findings are expected for the $y$-direction flux Jacobian, B. While the numerical tests are certainly not a proof that the eigenvalues are everywhere real nor was the issue of strict hyperbolicity tested as part of this study as it was felt that the distinct nature of the eigenvalues and/or non-degenerate nature of the eigenstructure can be difficult to confirm by numerical means, the local hyperbolicity of the proposed interpolative-based closure for all points examined within the space of physically realizable moments is very encouraging and provides strong evidence of the extent to which the proposed interpolative-based closure mimics the actual $M_{2}$ maximum-entropy model.

### 6.3. Finite-volume spatial discretization procedure and semi-discrete form

In the proposed second-order limited upwind finite-volume method, the integral form of the conservation equations defined by Eq. (45) are applied to quadrilateral cells of a two-dimensional multi-block body-fitted grid. This results in the so-called semidiscrete form, a coupled system of nonlinear ordinary differential equations for cell-averaged solution quantities which can be written for computational cell $(i, j)$ (see Fig. 3) as
$\frac{\mathrm{d} \mathbf{U}_{i, j}}{\mathrm{~d} t}=-\frac{1}{A_{i, j}} \sum_{m=1}^{N_{f}} \overrightarrow{\mathbf{F}}_{i, j, m} \cdot \vec{n}_{i, j, m} \Delta l_{i, j, m}+\mathbf{S}_{i, j}\left(\mathbf{U}_{i, j}\right)=-\mathbf{R}_{i, j}(\mathbf{U})$,
where $\mathbf{U}_{i j}=\left(1 / A_{i j}\right) \int_{A_{i j}} \mathbf{U} d A$ is the cell-averaged conserved solution vector, $\overrightarrow{\mathbf{F}}=[\mathbf{F}, \mathbf{G}]$ is the moment flux vector, $\mathbf{R}_{i, j}(\mathbf{U})$ is the residual vector, $A_{i j}$ is the cell surface area, $\Delta l_{i, j, m}$ and $\vec{n}_{i, j, m}$ are the length and unit outward normal vector of the $m^{\text {th }}$ face of quadrilateral cell ( $i, j$ ) having $N_{f}=4$ cell faces, respectively.

### 6.4. Numerical flux evaluation

The numerical moment flux, $\overrightarrow{\mathbf{F}} \cdot \vec{n}$, at cell faces ( $i, j, m$ ) appearing in the semi-discrete form of the moment equations given in Eq. (53) above are evaluated here using a Riemann solver-based flux function in conjunction with piecewise limited linear reconstruction. In this approach, the numerical moment flux can be ex-
pressed as
$\overrightarrow{\mathbf{F}} \cdot \vec{n}=\mathcal{F}\left(\mathbf{U}_{L}, \mathbf{U}_{R}, \vec{n}\right)$,
where $\mathcal{F}$ is the so-called numerical flux function and $\mathbf{U}_{L}$ and $\mathbf{U}_{R}$ are the values of solution at the mid-point of the cell face to the left (inside the cell) and right (outside the cell) of the interface. The widely-used HLLE approximate Riemann solver, based on the approximate Riemann solver of Harten, Lax, and van Leer [52] with estimates of the wave speeds due to Einfeldt [53] is used here to define the flux function, $\mathcal{F}$. Piecewise limited linear reconstruction based on the least-squares approach of Barth [54] with the slope limiter of Venkatakrishnan [55] to ensure solution monotonicity are used to reconstruct the values of $\mathbf{U}_{L}$ and $\mathbf{U}_{R}$ at the cell interfaces. Estimates of the fastest and slowest waves speeds needed for the HLLE flux function were approximated by $c$ and $-c$, respectively, where $c$ is the speed of light.

### 6.5. Block-based anisotropic adaptive mesh refinement (AMR)

While not applied in the present study, the finite-volume scheme described above can be used in conjunction with a block-based hierarchical data structure to facilitate automatic solution-directed mesh adaptation on multi-block mesh according to physics-based criteria. The block-based anisotropic AMR implemented here is similar to that described by Groth and coworkers [56-59] for computations of two-dimensional problems and [57,59-61] for three-dimensional flows. The anisotropic approach allows the adaptation of the mesh based on solutiondependent physics-based criteria as the computation is performed such that areas associated with small spatial scales (e.g., regions with shock, steep gradients, and/or discontinuities) are resolved with appropriately higher mesh densities, while areas with larger spatial scales are resolved on coaser meshes with having large cell sizes. The block-based anisotropic AMR scheme has been shown to be very effective in reducing the overall mesh size for a given flow problem as well as providing efficient and highly scalable implementation on high-performance parallel computing systems using domain decomposition [50,59,61,62].

### 6.6. Newton krylov schwarz (NKS) method

In most practical applications involving radiative heat transfer, the time scales for the transport of the radiation are generally much smaller than those of the other phenomena involved. As such, steady state solutions of the RTE are of primary interest. Newton's method is applied herein to obtain in an efficient manner steady-state solutions of the algebraic non-linear equations following from Eq. (53) satisfying
$\mathbf{R}(\mathbf{U})=-\frac{\mathrm{d} \mathbf{U}}{\mathrm{d} t}=\mathbf{0}$.
The particular implementation of the Newton method used here has been developed previously by Groth and Northrup [63] as well as Charest et al. [3,64] for computations on large multi-processor parallel clusters. It consists of a Jacobian-free inexact Newton method coupled with an iterative Krylov subspace linear solver. The widely-used generalized minimal residual (GMRES) technique developed by Saad and co-workers [65-68] is used to solve the linear system at each Newton step. The technique is particularly attractive because the left-hand-side matrix of the linear system is not explicitly formed and instead only the results of matrixvector products are required at each iteration, significantly reducing the required storage. A combination of additive Schwarz and block incomplete lower-upper (BILU) local preconditioning of the linear system is used to ensure effectiveness of the GMRES method. The additive Schwarz preconditioning is easily implemented within


Fig. 4. Radiative transfer between two infinitely long parallel plates with a separation distance of 1 m in a cold ( $T=0 \mathrm{~K}$ ) non-scattering medium showing numerical predictions of (a) the radiative energy, $E$; (b) radiative flux, $F$; and (c) the source of radiative energy transfer, $S_{r}$, obtained using the $M_{2}$ interpolative-based closure using a 320 -node mesh compared to the exact analytical solution as well as the predictions of the $\mathrm{M}_{1}$ maximum-entropy closure, $\mathrm{P}_{1}$ and $\mathrm{P}_{3}$ spherical harmonic closures, and DOM; as well as (d) the convergence of the $\mathrm{M}_{2}$ interpolative-based closure predictions of the radiative energy for varying mesh sizes.
the block-based anisotropic AMR scheme presented in the previous subsection. Finally, to improve the global convergence of the Newton algorithm, an implicit Euler time-marching startup procedure with switched evolution/relaxation (SER) as proposed by Mulder and Van Leer [69] is also applied.

## 7. Numerical results for gray media

In this section, the predictive capabilities and accuracy of the proposed interpolative-based second-order $\mathrm{M}_{2}$ maximum-entropy moment closure are compared to and evaluated against the $\mathrm{M}_{1}$ maximum entropy closure, the $\mathrm{P}_{1}$ and $\mathrm{P}_{3}$ spherical harmonic approximations, as well as the DOM for a number canonical test cases in both one and two space dimensions. For all the cases studied, a gray medium with isotropic scattering $\left(\Phi\left(\vec{s}^{\prime}, \vec{s}\right)=1\right)$ is as-
sumed. Numerical results for all cases have been obtained for each of the moment closures using the upwind finite-volume method described above. Boundary conditions are prescribed using partial moments as described in Section 5. For the DOM, the space marching method used to obtain numerical results is described by Charest et al. [3]. Unless specified otherwise, the DOM is used with quadrature rules based on the $\mathrm{T}_{4}$ scheme of Thurgood et al. [24]. In some cases, exact analytical solutions are also used as a reference in the comparisons.

The first set of test cases consists of radiative transfer between two parallel plates of infinite length. These essentially onedimensional problems are similar to those examined previously by Hauck $[16,17]$. Different scenarios are considered whereby the properties of the medium (radiative properties and temperature) between those two plates, as well as the distance between the


Fig. 5. Radiative transfer between two infinitely long parallel plates with a separation distance of 10 m in a cold ( $T=0 K$ ) non-scattering medium showing numerical predictions of (a) the radiative energy, $E$; (b) radiative flux, $F$; and (c) the source of radiative energy transfer, $S_{r}$, obtained using the $\mathrm{M}_{2}$ interpolative-based closure using a 320 -node mesh compared to the predictions of the $\mathrm{M}_{1}$ maximum-entropy closure, $\mathrm{P}_{1}$ and $\mathrm{P}_{3}$ spherical harmonic closures and DOM; as well as (d) the convergence of the $\mathrm{M}_{2}$ interpolative-based closure predictions of the radiative energy for varying mesh sizes.
plates, are varied in order to assess the impact on the predictive capabilities of the proposed $\mathrm{M}_{2}$ closure. The first two-dimensional test case consists of evaluating the accuracy of the $\mathrm{M}_{2}$ closure in predicting radiative heat transfer throughout a cold (non-emitting) and absorbing medium contained within a square enclosure for which all of the walls have the same temperature. Lastly, a line source problem, which consists of a cold, non-scattering and strongly absorbing medium, confined within a square computational domain, is also considered.

### 7.1. Parallel plates

As a first assessment of the proposed interpolative-based $\mathrm{M}_{2}$ closure, radiative transfer between two hot parallel plates of infinite length compared to their separation distance is studied. Two
variants of this problem are considered. In the first variant of this test case, the medium between the plates is assumed to be cold (non-emitting) non-scattering, and the predictions of the different radiation models are compared for different plate separation distances. The second variant of this test case considers the effects of scattering on the predictive capabilities of the $\mathrm{M}_{2}$ interpolativebased closure.

### 7.1.1. Exact solution for non-scattering case

For a non-scattering medium confined between two black, parallel plates, there exists an exact analytical solution to the radiative transfer equation as given by Modest [1]. The distribution of the radiative intensity emitted from the lower and upper plates are


Fig. 6. Radiative transfer between two infinitely long parallel plates with a separation distance of 1 m in a cold ( $T=0 \mathrm{~K}$ ) scattering medium showing numerical predictions of (a) the radiative energy, $E$; (b) radiative flux, $F$; and (c) the source of radiative energy transfer, $S_{r}$, obtained using the $\mathrm{M}_{2}$ interpolative-based closure using a 320 -node mesh compared to the predictions of the $\mathrm{M}_{1}$ maximum-entropy closure, $\mathrm{P}_{1}$ and $\mathrm{P}_{3}$ spherical harmonic closures and DOM; as well as (d) the convergence of the $\mathrm{M}_{2}$ interpolativebased closure predictions of the radiative energy for varying mesh sizes.
given by

$$
\begin{align*}
I^{+}(\tau \prime, \mu) & =I_{w 1} e^{-\tau / \mu}+\frac{1}{\mu} \int_{0}^{\tau} I_{b}(\tau \prime) e^{-(\tau-\tau \prime) / \mu} \mathrm{d} \tau \prime \\
& =I_{b}+\left(I_{w 1}-I_{b}\right) e^{-\tau / \mu} \quad 0<\mu<1 \tag{56}
\end{align*}
$$

$$
\begin{align*}
I^{-}(\tau \prime, \mu) & =I_{w 2} e^{\left(\tau_{L}-\tau\right) / \mu}-\frac{1}{\mu} \int_{0}^{\tau} I_{b}(\tau \prime) e^{(\tau \prime-\tau) / \mu} \mathrm{d} \tau \prime \\
& =I_{b}+\left(I_{w 2}-I_{b}\right) e^{\left(\tau_{L}-\tau\right) / \mu} \quad-1<\mu<0 \tag{57}
\end{align*}
$$

respectively, where $\tau_{L}=\int_{0}^{L} \beta(s) d s$ is the optical thickness (or optical depth), $L$ is the distance between the two plates, $I_{w 1}$ and $I_{w 2}$ are the intensities leaving the lower and upper plates respectively, $I_{b}(\tau \prime)=I_{b}$ is the black-body radiative intensity distribution of the
medium, and the substitution $\mu=\cos \theta$ is made to simplify the analysis.

Very accurate zeroth and first moments of the preceding exact solutions of the radiative intensities can be achieved by using a 20-point Gauss-Legendre quadrature rule such that
$E^{ \pm}= \pm 2 \pi \int_{0}^{ \pm 1} I^{ \pm}(\tau, \mu) \mathrm{d} \mu=2 \pi \sum_{n=1}^{20} w_{n} I^{ \pm}\left(\tau, \mu_{n}\right)$
$F^{ \pm}= \pm 2 \pi \int_{0}^{ \pm 1} \mu I^{ \pm}(\tau, \mu) \mathrm{d} \mu=2 \pi \sum_{n=1}^{20} w_{n} \mu_{n} I^{ \pm}\left(\tau, \mu_{n}\right)$
where the points $\mu_{n}$ and weights $w_{n}$ are determined by the GaussLegendre quadrature in the appropriate domains (i.e., $\mu_{n} \in[0,1]$ for lower plate and $\mu_{n} \in[-1,0]$ for upper plate). The overall ra-


Fig. 7. Radiative transfer within square enclosure containing cold (non-emitting) and absorbing medium with wall temperatures of $T=500 \mathrm{~K}$ showing numerical predictions of the distribution of the radiative energy density using (a) the DOM \& (b) the interpolative-based $\mathrm{M}_{2}$ moment closure; the distribution of the magnitude of the radiative energy flux as obtained using (c) the DOM \& (d) our interpolative-based $\mathrm{M}_{2}$ moment closure, on a ( $320 \times 320$ )-node mesh.
diative energy at any optical distance, $\tau$, between the two plates is the sum of the radiative energy arising from both the lower and upper plates. This sum also holds true for the overall radiative heat flux.

### 7.1.2. Cold medium with no scattering

As a first test case, radiative transfer throughout a cold ( $T=$ 0 K ), non-scattering medium with an absorption coefficient $\kappa=$ $2 \mathrm{~m}^{-1}$ between two parallel plates was studied. Each of the plates was taken to have a temperature of $T=500 \mathrm{~K}$. The predictions for the radiative energy density, radiative heat flux, and radiative source term obtained using the proposed $\mathrm{M}_{2}$ interpolative-based closure as well as the $\mathrm{M}_{1}, \mathrm{P}_{1}$ and $\mathrm{P}_{3}$ moment closures and DOM are compared for two plate separation distances: 1 and 10 m as shown in Figs. 4 and 5, respectively. The predictions in all cases were obtained using 320 -node, uniformly-spaced, computational mesh to discretize the space between the two plates. Conver-
gence of the interpolative-based $\mathrm{M}_{2}$ closure solutions with increasing mesh resolution ranging from 20- to 480-node computational meshes are depicted in Figs. 4(d) and 5(d), confirming that the solutions are satisfactorily converged on the 320 -node grid. The analytical solution derived in Eqs. (58) and (59), is used as a reference for the comparisons. Note that for both separation distances, the DOM is observed to agree very closely with the exact solution.

For the small plate separation, it is readily apparent from Fig. 4 that the $\mathrm{P}_{N}$ approximations ( $\mathrm{P}_{1}$ and $\mathrm{P}_{3}$ ) yield somewhat more accurate predictions than the $\mathrm{M}_{1}$ maximum entropy closure. It can also be observed that the $\mathrm{M}_{1}$ model produces a nonphysical discontinuity in the radiative energy. Previous analysis [14] have shown that this jump is due to the inability of this first-order closure to handle radiative flux occurring in regions where bidirectional radiative transfer is important. In fact, the closure conditions for $\mathrm{M}_{1}$ are derived under the assumption that the intensity is symmetric about the direction of the flux. Such an assumption


Fig. 8. Radiative transfer within square enclosure containing cold (non-emitting) and absorbing medium with wall temperatures of $T=500 \mathrm{~K}$ showing numerical predictions of (a) the radiative energy, $E$; (b) magnitude of the radiative flux, $\|F\|$, (right top panel); and (c) the source of radiative energy transfer, $S_{r}$, along the centre line $(y=0$ ) of the square enclosure obtained using the $\mathrm{M}_{2}$ interpolative-based closure using a ( $160 \times 160$ )-node mesh compared to the predictions of the $\mathrm{M}_{1}$ maximum-entropy closure, $P_{1}$ and $P_{3}$ spherical harmonic closures and DOM.
is however violated in this parallel-plate test case. Nevertheless, for the larger plate separations as shown in Fig. 5, the discontinuity in the $\mathrm{M}_{1}$ solution is less important and the predictions of the $\mathrm{M}_{1}$ closure are closer to the exact solution than the $\mathrm{P}_{1}$ approximation. More importantly, for both plate separation distances, the proposed second-order interpolative-based $\mathrm{M}_{2}$ closure overcomes the inability of the $\mathrm{M}_{1}$ model to adequately represent radiative transport in more than one direction and is significantly more accurate. The proposed closure produces a solution that is qualitatively in very good agreement with the exact solution, of similar accuracy to that of the $\mathrm{P}_{1}$ closure for the small plate separation, and virtually identical to the $\mathrm{P}_{3}$ model results for the larger plate separation distance.

### 7.1.3. Cold medium with scattering

The next one-dimensional test problem that was considered evaluated the impact of scattering on the proposed $\mathrm{M}_{2}$ closure so-
lutions. In this case, the previous one-dimensional problem was reconsidered with a cold medium with an absorption coefficient $\kappa=2.0 \mathrm{~m}^{-1}$ for which there is also isotropic scattering with $\sigma_{s}=$ $2.0 \mathrm{~m}^{-1}$. Again, a 320 -node computational mesh was used to discretize the one-dimensional domain for all computations.

The predictions for the radiative energy density, radiative heat flux, and radiative source term obtained using the proposed $\mathrm{M}_{2}$ interpolative-based closure as well as the $\mathrm{M}_{1}, \mathrm{P}_{1}$ and $\mathrm{P}_{3}$ moment closures and DOM with $\mathrm{T}_{4}$ quadrature for the scattering case are compared in Fig. 6 and confirmation of the convergence of the $\mathrm{M}_{2}$ closure on the one-dimensional meshes considered is depicted in Fig. 6(d). As an exact solution does not exist for this case, the numerical solution obtained by the DOM can be taken to approximate the exact solution. The results shown in the Fig. 6 indicate that, while the $\mathrm{M}_{1}$ model now no longer contains a nonphysical jump in the solution for this scattering case, the predictions of the pro-


Fig. 9. Convergence of the proposed NKS iterative solution method and finite-volume scheme for the problem of radiative transfer within square enclosure containing cold (non-emitting) and absorbing medium with wall temperatures of $T=500 \mathrm{~K}$ showing the $\mathrm{L}_{2}$-norm of the normalized solution residual as a function of the number of Newton steps for the $\mathrm{M}_{2}$ interpolative-based closure using a ( $160 \times 160$ )-node mesh compared to the corresponding $\mathrm{L}_{2}$-norm of the solution residuals for the $\mathrm{M}_{1}$ maximum-entropy closure as well as $P_{1}$ and $P_{3}$ spherical harmonic closures.


Fig. 10. Radiative transfer for a hot line source contained within a cold non-scattering background medium showing numerical predictions of the distributions of the radiative energy density as obtained using (a) the DOM and (b) the interpolative-based $\mathrm{M}_{2}$ moment closure, on a ( $320 \times 320$ )-node mesh.
posed intepolative-based $\mathrm{M}_{2}$ closure are significantly better than those of both the $\mathrm{M}_{1}$ and $\mathrm{P}_{1}$ closures and lie very close to those of both the $P_{3}$ closure and "exact" solution as represented by the DOM results.

### 7.2. Square enclosure

The first two-dimensional test case considers a square enclosure with a cold (non-emitting) and absorbing medium. The absorption coefficient was taken to be $\kappa=20 \mathrm{~m}^{-1}$. All of the walls are taken to have identical temperatures of $T=500 \mathrm{~K}$.


Fig. 11. Radiative transfer for a hot line source contained within a cold non-scattering background medium showing numerical predictions of (a) the radiative energy, $E$; (b) magnitude of the radiative flux, $\|F\|$; and (c) the source of radiative energy transfer, $S_{r}$, along the centre line $(y=0)$ of the square enclosure obtained using the $\mathrm{M}_{2}$ interpolative-based closure using a $(160 \times 160)$-node mesh compared to the predictions of the $\mathrm{M}_{1}$ maximum-entropy closure, $\mathrm{P}_{1}$ and $\mathrm{P}_{3}$ spherical harmonic closures and DOM; as well as (d) the convergence of the $\mathrm{M}_{2}$ interpolative-based closure predictions of the radiative energy for varying mesh sizes.

The predicted distributions of radiative energy density and magnitude of the radiative energy flux within the two-dimensional enclosure as obtained using the DOM and interpolative-based $\mathrm{M}_{2}$ moment closure, respectively, are given in Fig. 7 for a $(320 \times 320)$-node mesh. Additionally, the predictions of the proposed interpolative-based $\mathrm{M}_{2}$ closure on the ( $160 \times 160$ )-node mesh are compared to those of the $\mathrm{M}_{1}, \mathrm{P}_{1}$ and $\mathrm{P}_{3}$ moment closures, as well as DOM in Fig. 8, where results for the radiative energy density, magnitude of the radiative flux, and radiative heat source along the centre line of the rectangular enclosure $(y=0)$ are all given. It is readily apparent from the results shown in the two sets of figures that the predictions of the newly proposed $\mathrm{M}_{2}$ interpolative-based closure are superior to those of both the $\mathrm{M}_{1}$ and $P_{1}$ closures and virtually equivalent to those of the $P_{3}$ model and DOM. Furthermore, there is some indication of the ray effects
in the DOM $\mathrm{T}_{4}$ results of Figs. 7(a) and this these effects are absent in the corresponding $\mathrm{M}_{2}$ closure results.

The convergence of the proposed NKS iterative solution method and finite-volume scheme is also demonstrated for this twodimensional problem. Fig. 9 shows the $\mathrm{L}_{2}$-norm of the normalized solution residual as a function of the number of Newton steps for the $M_{2}$ interpolative-based closure obtained using the ( $160 \times 160$ )node mesh compared to the corresponding $\mathrm{L}_{2}$-norm of the solution residuals for the $\mathrm{M}_{1}$ maximum-entropy closure as well as the $\mathrm{P}_{1}$ and $P_{3}$ spherical harmonic closures. It is quite evident that the NKS algorithm provides rapid and robust convergence to the desired solution of this problem for all of the moment closures, reducing the solution residual by more than 10 orders of magnitude in less than 10 Newton steps in all cases.

### 7.3. Line source problem

The last assessment of the predictive capabilities of the newlydeveloped approximation of the gray $\mathrm{M}_{2}$ closure considers a twodimensional line source problem, which consists of a cold, nonscattering medium with an absorption coefficient $\kappa=100 m^{-1}$ $m^{-1}$, confined within a square computational domain. At the centre of the domain, there exists a hot line source at a temperature of $T=1,000 \mathrm{~K}$ with inner radius 0.2 m and outer radius 0.25 m . Predictions of the distribution of the radiative energy density within the enclosure, obtained using the DOM with $\mathrm{T}_{4}$ quadrature and the $\mathrm{M}_{2}$ interpolative-based closure are compared in Fig. 10 for a $(320 \times 320)$-node mesh. Additionally, Fig. 11 compares the predictions of the radiative energy, the magnitude of the radiative flux, and the radiative energy source term along the $y=0$ centre line obtained using the proposed second-oder $\mathrm{M}_{2}$ interpolative-based closure to those of the $\mathrm{M}_{1}, \mathrm{P}_{1}$, and $\mathrm{P}_{3}$ closures, as well as the DOM with $\mathrm{T}_{4}$ quadrature for a ( $160 \times 160$ )-node computational mesh. Grid convergence for this two-dimensional case is confirmed by the results of a grid convergence study shown in Fig. 11(d) for grids ranging in size from $(20 \times 20)$ to $(320 \times 320)$ nodes. It is evident from the results shown in the two figures that both the $M_{2}$ and $\mathrm{P}_{3}$ closures provide increased accuracy compared to their respective lower-order counterparts, i.e., the $\mathrm{M}_{1}$ and $\mathrm{P}_{1}$ models, respectively. Moreover, as for the square enclosure problem, the predictions of proposed $\mathrm{M}_{2}$ interpolative-based closure are nearly identical to those of both the $P_{3}$ spherical harmonic closure and the DOM, while involving considerably fewer unknowns or degrees of freedom than either of the other two methods.

## 8. Conclusions

Inspired by the many desirable properties of maximum entropy closures, a new, computationally-efficient, interpolative-based, $\mathrm{M}_{2}$ moment closure has been proposed and developed for describing radiative transport phenomena in gray media. Moment realizability and hyperbolicity of the moment equations for the proposed $\mathrm{M}_{2}$ closure were both assessed. Unlike the interpolative-based $\mathrm{M}_{2}$ closure proposed previously by Pichard et al. [19], by construction the present closure is valid for all physically realizable moments sets up to second order and also appears to be globally hyperbolic. The latter was shown numerically but not proven. Additionally, the ability of the proposed $\mathrm{M}_{2}$ closure to predict radiative heat transfer in gray participating media for various one- and two-dimensional canonical problems has been assessed by comparing predicted solutions to those of other approximate techniques, including the $M_{1}$, $P_{1}$, and $P_{3}$ moment closures, as well as the DOM. The solutions of the newly-proposed interpolative-based $\mathrm{M}_{2}$ closure were observed to be largely superior to those of either lower-order moment closures (i.e., the $\mathrm{M}_{1}$ and $\mathrm{P}_{1}$ models) and, at the very least, of equivalent accuracy to the $\mathrm{P}_{3}$ closure, while involving considerably fewer angular moments (i.e., dependent variables). The proposed $\mathrm{M}_{2}$ closure would seem rather promising and further investigation of the interpolative closure would therefore seem warranted. Future research will involve the extension of the interpolative-based $\mathrm{M}_{2}$ closure to three-dimensional problems as well as the development of a non-gray (spectrally dependent) $\mathrm{M}_{2}$ closure, which will then be validated for problems involving real-gas radiative transfer as encountered in reactive flows.
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## Appendix A. Necessary and sufficient conditions for realizability

Let us denote by $R_{M_{2}}^{\text {diag }}$ the rotation matrix which transforms the coordinates system such that the second-order tensor $N^{(2)}$ $N^{(1)}\left(N^{(1)}\right)^{T}$ is diagonal. The necessary realizability conditions for the moments in the new coordinate frame, with realizability domain $\mathcal{R}_{T}^{2}$, can then be derived from those for the moments in the original frame, characterized by the realizability domain $\mathcal{R}^{2}$, by means of the transformation matrix, $R_{M_{2}}^{\text {diag }}$, as follows

$$
\begin{aligned}
\mathcal{R}_{T}^{2}= & \left\{\left(I^{\prime(0)}, I^{(1)}, I^{\prime(2)}\right) \in \mathbb{R}^{3} \times \mathbb{R}^{3 \times 3}, \quad \text { s.t. } I^{\prime(0)} \geq 0, \quad\left\|N^{\prime(1)}\right\| \leq 1\right. \\
& N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T} \geq 0, \quad\left(R_{M_{2}}^{\text {diag }} \vec{n}\right)^{T} N^{\prime(2)}\left(R_{M_{2}}^{\text {diag }}\right) \vec{n} \leq 1 \quad \forall\|\vec{n}\| \leq 1, \\
& \left.\operatorname{tr}\left(N^{\prime(2)}\right)=1 \quad \text { and } \quad N_{i j}^{\prime(2)}=N_{j i}^{\prime(2)}\right\}
\end{aligned}
$$

The transformation from one set of moments to the other is illustrated in Eq. (31). Since $\left(N_{i j}^{\prime(2)}-N_{i}^{\prime(1)} N_{j}^{\prime(1)}\right)$ is diagonal, one can write
$N_{i j}^{\prime(2)}-N_{i}^{\prime(1)} N_{j}^{\prime(1)}=\lambda_{i} \delta_{i j}$
where $\lambda_{i}$ correspond to the eigenvalues of $\left(N_{i j}^{\prime(2)}-N_{i}^{\prime(1)} N_{j}^{\prime(1)}\right)$, with the associated eigenvector, $\vec{\eta}_{i}$, coinciding with the unit vector along the coordinate axes with all entries equal to 0 except for the $i^{\text {th }}$ entry which is equal to 1 . Using the trace identity for the second-order moment, we can write
$\operatorname{tr}\left(N_{i j}^{\prime(2)}-N_{i}^{\prime(1)} N_{j}^{\prime(1)}\right)=\sum_{i=1}^{3} \lambda_{i}$
$\operatorname{tr}\left(N_{i j}^{\prime(2)}\right)-\operatorname{tr}\left(N_{i}^{\prime(1)} N_{j}^{\prime(1)}\right)=\sum_{i=1}^{3} \lambda_{i}$
$\sum_{i=1}^{3} \lambda_{i}=1-\left\|N^{(1)}\right\|^{2}$
The latter identity can be further normalized by introducing normalized parameters $\gamma_{i}$ such that
$\lambda_{i}=\left(1-\left\|N^{(1)}\right\|^{2}\right) \gamma_{i}$
and hence
$\sum_{i=1}^{3} \gamma_{i}=1$.

Furthermore, since $\vec{\eta}_{i}$ is an eigenvector of $\left(N_{i j}^{\prime(2)}-N_{i}^{\prime(1)} N_{j}^{\prime(1)}\right)$ with eigenvalue $\lambda_{i}=\left(1-\left\|N^{\prime}{ }^{(1)}\right\|^{2}\right) \gamma_{i}$, it follows that
$\left(N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right) \vec{\eta}_{i}=\lambda_{i} \vec{\eta}_{i}$
$\vec{\eta}_{i}^{T}\left(N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right) \vec{\eta}_{i}=\vec{\eta}_{i}^{T} \lambda_{i} \vec{\eta}_{i}$
$\vec{\eta}_{i}^{T}\left(N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right) \vec{\eta}_{i}=\lambda_{i} \vec{\eta}_{i}^{T} \vec{\eta}_{i}$
$\vec{\eta}_{i}^{T}\left(N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right) \vec{\eta}_{i}=\lambda_{i}\left\|\vec{\eta}_{i}\right\|$
Since $\vec{\eta}_{i}$ is a unit vector, we have $\left\|\vec{\eta}_{i}\right\|=1$, and,
$\vec{\eta}_{i}^{T}\left(N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right) \vec{\eta}_{i}=\lambda_{i}$
$\vec{\eta}_{i}^{T}\left(N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right) \vec{\eta}_{i}=\left(1-\left\|N^{\prime(1)}\right\|^{2}\right) \gamma_{i}$
From the realizability conditions described above, we have
$\vec{\eta}_{i}^{T}\left(N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right) \vec{\eta}_{i} \geq 0 \quad$ and $\quad\left\|N^{\prime(1)}\right\| \leq 1$
It therefore follows that
$\gamma_{i} \geq 0, \quad i=1, \ldots, 3$.
Appendix B. Form of the closure relation on the boundaries of the realizability domain

On the boundaries of the realizability domain for moments up to second-order, $\mathcal{R}_{T}^{2}$, in multiple space dimensions, which we denote $\partial \mathcal{R}_{T}^{2}$, the inequality constraints on the normalized firstand second-order moments become sharp, and some or all of the higher-order moments are uniquely determined in terms of the lower-order moments. More specifically $\partial \mathcal{R}_{T}^{2}$ can be written in the form

$$
\begin{align*}
& \partial \mathcal{R}_{T}^{2}=\left\{\left(I^{\prime(0)}, I^{\prime(1)}, I^{\prime(2)}\right) \in \mathbb{R}^{3} \times \mathbb{R}^{3 \times 3}, \quad N_{2}^{\prime} . \text {.t. } I^{\prime(0)} \geq 0,\right. \\
& \\
& t r\left(N^{\prime(2)}\right)=1, \quad N_{i j}^{\prime(2)}=N_{j i}^{\prime(2)} \text { and }\left\|N^{\prime(1)}\right\|=1 \\
& \text { or } \quad\left(R_{M_{2}}^{\text {diag }} \vec{n}\right)^{T}\left(N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right)\left(R_{M_{2}}^{\text {diag }} \vec{n}\right)=0 \quad \forall \quad \vec{n} \in \mathbb{R}^{3} \backslash \mathbf{0}  \tag{B.1}\\
& \text { or } \left.\quad\left(R_{M_{2}}^{\text {diag }} \vec{n}\right)^{T} N^{\prime(2)}\left(R_{M_{2}}^{\text {diag }} \vec{n}\right)=1 \quad \forall \quad\|\vec{n}\| \leq 1\right\} .
\end{align*}
$$

We will now discuss the characteristics of each of the boundaries and also present the form of the distribution in terms of the known finite set of moments up to second-order.

In the case where $\left\|N^{\prime(1)}\right\|=1$, which corresponds to the socalled free-streaming limit, we have
$\left\|N^{\prime(1)}\right\|^{2}=\left(N^{\prime(1)}\right)^{T} N^{\prime(1)}=1$
$\left(N^{\prime(1)}\right)^{T} \frac{\left\|I^{(1)}\right\|}{I^{\prime(0)}}=1$
$\left(N^{\prime(1)}\right)^{T} I^{\prime(1)}=I^{\prime(0)}$
$\left(N^{\prime}(1)\right)^{T} \int_{4 \pi} \vec{I} \backslash \mathrm{~d} \Omega=\int_{4 \pi}\left(N^{\prime(1)}\right)^{T} \vec{S} I \mathrm{~d} \Omega=\int_{4 \pi} I d \Omega$
$\int_{4 \pi}\left(1-\left(N^{\prime(1)}\right)^{T} \vec{S}\right) I \mathrm{~d} \Omega=0$.
Since the radiative intensity distribution is non-negative, i.e, $I \geq 0$, and by definition $1-\left(N^{\prime(1)}\right)^{T} \vec{s} \geq 0$, it therefore follows that the latter equality holds if and only if the intensity distribution $I$ is equal to 0 everywhere except on the line $\vec{s}=N^{\prime(1)}$, in which case the distribution takes the form
$I=I^{(0)} \delta\left(\vec{s}-N^{\prime(1)}\right)$.
The form of the distribution in Eq. (B.2) can be integrated directly to obtain analytical expression for $N^{(3)}$
$N_{i j k}^{\prime(3)}=N_{i}^{\prime(1)} N_{j}^{\prime(1)} N_{k}^{\prime(1)}$.
Let us now consider the case where $\left(R_{M_{2}}^{\text {diag }} \vec{n}\right)^{T}\left(N^{\prime(2)}-\right.$ $\left.N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right)\left(R_{M_{2}}^{\text {diag }} \vec{n}\right)=0 \quad \forall \vec{n} \in \mathbb{R}^{3} \backslash \mathbf{0}$, and, in particular, the
case where $R_{M_{2}}^{\text {diag }} \vec{n}=\vec{\eta}_{i}$, we then have
$\vec{\eta}_{i}^{T}\left(N^{\prime(2)}-N^{\prime(1)}\left(N^{\prime(1)}\right)^{T}\right) \vec{\eta}_{i}=\left(1-\left\|N^{\prime(1)}\right\|^{2}\right) \gamma_{i}=0$.
For such relationship to hold for all $\left\|N^{(1)}\right\| \leq 1$, we must have
$\gamma_{i}=0$,
which corresponds to one of the edges of the triangle $\left(\mathrm{P}_{1} \mathrm{P}_{2} \mathrm{P}_{3}\right)$ illustrated in Fig. 1; more specifically the edge ( $\mathrm{P}_{j} \mathrm{P}_{k}$ ), $i \neq j \neq k$. Along such an edge, we can write
$N_{i i}^{\prime(2)}-N_{i}^{\prime(1)} N_{i}^{\prime(1)}=0$
$I_{i i}^{\prime(2)}-N_{i}^{\prime(1)} I_{i}^{\prime(1)}=I_{i i}^{\prime(2)}-2 N_{i}^{\prime(1)} I_{i}^{\prime(1)}+\frac{\left(I_{i}^{\prime(1)}\right)^{2}}{I^{\prime(0)}}=0$
$\int_{4 \pi} s_{i}^{2} I \mathrm{~d} \Omega-2 N_{i}^{\prime(1)} \int_{4 \pi} s_{i} I \mathrm{~d} \Omega+\left(\frac{I_{i}^{\prime(1)}}{I^{\prime(0)}}\right)^{2} \int_{4 \pi} I \mathrm{~d} \Omega=0$
$\int_{4 \pi}\left(s_{i}^{2}-2 N_{i}^{\prime(1)} s_{i}+\left(N_{i}^{\prime(1)}\right)^{2}\right) I \mathrm{~d} \Omega=0$
$\int_{4 \pi}\left(\Omega_{i}-N_{i}^{\prime(1)}\right)^{2} I \mathrm{~d} \Omega=0$.
Since $I \geq 0$ and by definition $\left(\Omega_{i}-N_{i}^{\prime(1)}\right)^{2} \geq 0$, we can then conclude that the latter equality holds if and only if the intensity distribution $I$ is equal to 0 everywhere except on the plane characterized by $s_{i}=N_{i}^{(1)}$. In the context of moment reconstruction using the principle of maximization of entropy, the distribution then takes the form
$I=\frac{\delta\left(s_{i}-N_{i}^{\prime(1)}\right)}{\exp \left(\boldsymbol{\alpha}^{T} m(\vec{s})\right)-1}$
where the monomial basis for the angular moments, $m(\vec{s})$, reads as follows

- for $i=1$

$$
m(\vec{s})=\left[1, \Omega_{2}, \Omega_{3}, \Omega_{2}^{2}, \Omega_{2} \Omega_{3}\right] ;
$$

- for $i=2$

$$
m(\vec{s})=\left[1, \Omega_{1}, \Omega_{3}, \Omega_{1}^{2}, \Omega_{1} \Omega_{3}\right]
$$

- for $i=3$

$$
m(\vec{s})=\left[1, \Omega_{1}, \Omega_{2}, \Omega_{1}^{2}, \Omega_{1} \Omega_{2}\right] .
$$

In the case where one of $\gamma_{i}, i=1, \ldots, 3$, is equal to one as is the case at the vertices of the triangle ( $\mathrm{P}_{1} \mathrm{P}_{2} \mathrm{P}_{3}$ ), then $\gamma_{j}=0$, $j \in\{1,2,3\}$ and $j \neq i$, and from the findings in Eq. (B.4), combined with the fact that $\vec{s}$ is a unit vector, it follows that the distribution is equal to zero everywhere except on the line
$\vec{s}=\left\{\begin{array}{lll}\left( \pm \sqrt{1-\left\|N^{\prime(1)}\right\|^{2}+\left(N_{1}^{\prime(1)}\right)^{2}}, N_{2}^{\prime(1)}, N_{3}^{\prime(1)}\right) & \text { if } & \gamma_{1}=1, \\ \left(N_{1}^{\prime(1)}, \pm \sqrt{1-\left\|N^{\prime}(1)\right\|^{2}+\left(N_{2}^{\prime(1)}\right)^{2}}, N_{3}^{\prime(1)}\right) & \text { if } & \gamma_{2}=1, \\ \left(N_{1}^{\prime(1)}, N_{2}^{\prime(1)}, \pm \sqrt{\left.1-\left\|N^{\prime}(1)\right\|^{2}+\left(N_{3}^{\prime(1)}\right)^{2}\right)}\right. & \text { if } & \gamma_{3}=1,\end{array}\right.$
and the distribution is then uniquely determined by a Dirac delta or a combination of Dirac deltas of the form
$I_{P_{i}}=I^{\prime(0)}\left[\rho_{i}^{+} \delta\left(\Omega_{i}-x_{i}^{+}\right)+\rho_{i}^{-} \delta\left(\Omega_{i}-x_{i}^{-}\right)\right] \delta\left(\Omega_{j}-N_{j}^{\prime(1)}\right) \delta\left(\Omega_{k}-N_{k}^{\prime(1)}\right)$,
where $(i, j, k) \in(1,2,3)$ with $i \neq j \neq k$ and $\rho_{i}^{+}, \rho_{i}^{-}, x_{i}^{+}$and $x_{i}^{-}$are some parameters which must be determined from the realizablity constraints for moments up to first-order (since the second-order moments depend on the lower-order moments in this case), and read as follows
$x_{i}^{ \pm}= \pm \sqrt{1-\left\|N^{\prime(1)}\right\|^{2}+\left(N_{i}^{\prime(1)}\right)^{2}}, \quad$ and $\quad \rho_{i}^{ \pm}=\frac{N_{i}^{\prime(1)}-x_{i}^{\mp}}{2 x_{i}^{ \pm}}$.

## Appendix C. Sufficiency of realizability conditions for moments up to second-order

Let us consider a point P lying within the triangle $\left(\mathrm{P}_{1} \mathrm{P}_{2} \mathrm{P}_{3}\right)$ (see Fig. 1) with corresponding set of moments $\left(I^{(0)}, I^{(1)} I^{(2)}\right)$, an reconstruct the distribution at the vertices of the triangle, given in Eq. (B.11), such that they exactly reproduce the zeroth and firstorder moments, $I^{\prime(0)}$ and $I^{\prime(1)}$, respectively. We may then write the distribution at the point P as a convex combination of the distributions at the vertices of the triangle using the barycentric coordinates, $\gamma_{i}$, of the latter, as
$I_{P}=\sum_{i=1}^{3} \gamma_{i} I_{P_{i}}$,
From the above defined form of the distribution, it is clear, using Eq. (A.1), that $I_{P}$ reproduces $I^{\prime(0)}$ and $I^{\prime(1)}$, since $I_{P_{i}}$, $i=1, \ldots, 3$ reproduce such moments. For the second-order moment, $I^{\prime(2)}$, we have
$\int_{4 \pi} \vec{s}^{2} I_{P} \mathrm{~d} \Omega=\sum_{i=1}^{3} \gamma_{i} \int_{4 \pi} \vec{s}^{2} I_{P_{i}} \mathrm{~d} \Omega$.
Computing the second-order moments at the vertices yields
$\int_{4 \pi} \Omega_{m} \Omega_{n} I_{P_{i}} \mathrm{~d} \Omega=I^{\prime(0)} \int_{4 \pi} \Omega_{m} \Omega_{n}\left[\rho_{i}^{+} \delta\left(\Omega_{i}-x_{i}^{+}\right)\right.$

$$
\left.+\rho_{i}^{-} \delta\left(\Omega_{i}-x_{i}^{-}\right)\right] \delta\left(\Omega_{j}-N_{j}^{\prime(1)}\right) \delta\left(\Omega_{k}-N_{k}^{\prime(1)}\right) d \Omega
$$

$\int_{4 \pi} \Omega_{m} \Omega_{n} I_{P_{i}} \mathrm{~d} \Omega=I^{\prime(0)}\left\{\begin{array}{l}\rho_{i}^{+}\left(x_{i}^{+}\right)^{2}+\rho_{i}^{-}\left(x_{i}^{-}\right)^{2} \text { if } m=n=i, \\ \left(N_{m}^{\prime(1)}\right)^{2} \text { if } m=n \neq i, \\ N_{m}^{\prime(1)} N_{n}^{\prime(1)} \text { if } m \neq n,\end{array}\right.$
For simplicity, we set $I^{(0)}=1$ in the remainder of the derivation. We will now distinguish two cases:

## - Case 1: $m \neq n$

$$
\begin{aligned}
& \int_{4 \pi} \Omega_{m} \Omega_{n} I_{P} \mathrm{~d} \Omega=\sum_{i=1}^{3} \gamma_{i} N_{m}^{\prime(1)} N_{n}^{\prime(1)}, \\
& \int_{4 \pi} \Omega_{m} \Omega_{n} I_{P} \mathrm{~d} \Omega=N_{m}^{\prime(1)} N_{n}^{\prime(1)} \sum_{i=1}^{3} \gamma_{i} .
\end{aligned}
$$

Using Eq. (A.1), we then obtain
$\int_{4 \pi} \Omega_{m} \Omega_{n} I_{P} d \Omega=N_{m}^{\prime(1)} N_{n}^{\prime(1)}$.

- Case 2: $m=n=i$

$$
\begin{aligned}
\int_{4 \pi}\left(\Omega_{m}\right)^{2} I_{P} \mathrm{~d} \Omega= & \gamma_{i}\left[\rho_{m}^{+}\left(x_{m}^{+}\right)^{2}+\rho_{m}^{-}\left(x_{m}^{-}\right)^{2}\right] \\
& +\gamma_{j}\left(N_{m}^{\prime(1)}\right)^{2}+\gamma_{k}\left(N_{m}^{\prime(1)}\right)^{2} \\
\int_{4 \pi}\left(\Omega_{m}\right)^{2} I_{P} \mathrm{~d} \Omega= & \gamma_{i}\left[\left(\rho_{m}^{+}+\rho_{m}^{-}\right)\left(x_{m}^{+}\right)^{2}\right] \\
& +\gamma_{j}\left(N_{m}^{\prime(1)}\right)^{2}+\gamma_{k}\left(N_{m}^{\prime(1)}\right)^{2} .
\end{aligned}
$$

From Eq. (B.12), it is clear that $\rho_{m}^{+}+\rho_{m}^{-}=1$, and therefore Using Eq. (A.1), we then obtain

$$
\begin{aligned}
\int_{4 \pi}\left(\Omega_{m}\right)^{2} I_{P} \mathrm{~d} \Omega= & \gamma_{i}\left(x_{m}^{+}\right)^{2}+\gamma_{j}\left(N_{m}^{\prime(1)}\right)^{2}+\gamma_{k}\left(N_{m}^{\prime(1)}\right)^{2} \\
\int_{4 \pi}\left(\Omega_{m}\right)^{2} I_{P} \mathrm{~d} \Omega= & \gamma_{i}\left(1-\left\|N^{\prime(1)}\right\|^{2}+\left(N_{m}^{\prime(1)}\right)^{2}\right)+\gamma_{j}\left(N_{m}^{\prime(1)}\right)^{2} \\
& +\gamma_{k}\left(N_{m}^{\prime(1)}\right)^{2}, \\
\int_{4 \pi}\left(\Omega_{m}\right)^{2} I_{P} \mathrm{~d} \Omega= & \left(\gamma_{i}+\gamma_{j}+\gamma_{k}\right)\left(N_{m}^{\prime(1)}\right)^{2}+\gamma_{i}\left(1-\left\|N^{\prime(1)}\right\|^{2}\right) .
\end{aligned}
$$

Again using Eq. (A.1), we then obtain

$$
\begin{equation*}
\int_{4 \pi}\left(\Omega_{m}\right)^{2} I_{P} \mathrm{~d} \Omega=\left(N_{m}^{\prime(1)}\right)^{2}+\gamma_{i}\left(1-\left\|N^{\prime(1)}\right\|^{2}\right) \tag{C.3}
\end{equation*}
$$

From the results given in Eq. (C.2) and (C.3), it is clear that $I_{P}$ (with $P \in \mathcal{R}_{T}^{2}$ ), given in Eq. (C.1) also reproduces $I^{(2)}$.

## Appendix D. Procedure for computing derivatives of the angular moments with respect to other angular moments

In our proposed interpolations, direct computation of the interpolating functions from the pre-computed solutions of the optimization problem for entropy maximization yields undetermined expressions in the isotropic limit as well as on the boundaries of the realizable domain. Applying l'Hopital's rule is such cases results in an expression in terms of the derivatives of the highest-order moments with respect to the lower-order moments, which can be expressed as follows
$\frac{\partial I^{(3)}}{\partial I^{(i)}}=\sum_{i=0}^{9} \frac{\partial I^{(3)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I^{(j)}}, \quad j=0, \ldots, 2$,
where we have used the chain rule for derivatives.
The derivatives of the Lagrange multipliers with respect to the lower-order moments can be obtained by exploiting the following relationships
$\frac{\partial I^{(0)}}{\partial I^{(0)}}=\sum_{i=0}^{9} \frac{\partial I^{(0)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I^{(0)}}=1$,
$\frac{\partial I^{(0)}}{\partial I_{j}^{(1)}}=\sum_{i=0}^{9} \frac{\partial I^{(0)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I_{j}^{(1)}}=0$,
$\frac{\partial I^{(0)}}{\partial I_{j k}^{(2)}}=\sum_{i=0}^{9} \frac{\partial I^{(0)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I_{j k}^{(2)}}=0$,
$\frac{\partial I_{j}^{(1)}}{\partial I^{(0)}}=\sum_{i=0}^{9} \frac{\partial I_{j}^{(1)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I^{(0)}}=0$,
$\frac{\partial I_{j}^{(1)}}{\partial I_{k}^{(1)}}=\sum_{i=0}^{9} \frac{\partial I^{(1)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I^{(1)}}=\delta_{j k}$,
$\frac{\partial I_{j}^{(1)}}{\partial I_{k l}^{(2)}}=\sum_{i=0}^{9} \frac{\partial I_{j}^{(1)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I_{k l}^{(2)}}=0$,
$\frac{\partial I_{j k}^{(2)}}{\partial I^{(0)}}=\sum_{i=0}^{9} \frac{\partial I_{j k}^{(2)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I^{(0)}}=0$,
$\frac{\partial I_{j k}^{(2)}}{\partial I_{l}^{(1)}}=\sum_{i=0}^{9} \frac{\partial I_{j k}^{(2)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I_{l}^{(1)}}=0$,
$\frac{\partial I_{j k}^{(2)}}{\partial I_{l m}^{(2)}}=\sum_{i=0}^{9} \frac{\partial I_{j k}^{(2)}}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial I_{l m}^{(2)}}=\delta_{j l} \delta_{k m}$.

The above relationships can be rewritten in matrix form as follows
$H A=I$

## where

$H=\left[\begin{array}{cccc}\frac{\partial I^{(0)}}{\partial \alpha_{1}} & \frac{\partial I^{(0)}}{\partial \alpha_{2}} & \ldots & \frac{\partial I^{(0)}}{\partial \alpha_{9}} \\ \frac{I I_{1}^{(1)}}{\partial \alpha_{1}} & \frac{\partial I_{1}^{(1)}}{\partial \alpha_{2}} & \ldots & \frac{\partial I_{1}^{(1)}}{\partial \alpha_{9}} \\ \vdots & \vdots & \ldots & \vdots \\ \frac{\partial I_{3}^{(1)}}{\partial \alpha_{1}} & \frac{\partial I_{1}^{(1)}}{\partial \alpha_{2}} & \ldots & \frac{\partial I_{3}^{(1)}}{\partial \alpha_{9}} \\ \frac{\partial I_{11}^{(2)}}{\partial \alpha_{1}} & \frac{\partial I_{11}^{(2)}}{\partial \alpha_{2}} & \ldots & \frac{\partial I_{11}^{(2)}}{\partial \alpha_{9}} \\ \vdots & \vdots & \ldots & \vdots \\ \frac{\partial I_{23}^{(2)}}{\partial \alpha_{1}} & \frac{\partial I_{23}^{(2)}}{\partial \alpha_{2}} & \ldots & \frac{\partial I_{23}^{(2)}}{\partial \alpha_{9}}\end{array}\right]$
and
and $I$ is a $9 \times 9$ identity matrix. The matrix $A$ can then be written as
$A=H^{-1}$.
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