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A parallel solution-adaptive scheme for multi-phase core flows
in solid propellant rocket motors

J.S. SACHDEV*, C.P.T. GROTH† and J.J. GOTTLIEB‡

University of Toronto, Ontario Institute for Aerospace Studies, 4925 Dufferin Street, Toronto, M3H 5T6, Canada

(Received 17 March 2004)

The development of a parallel adaptive mesh refinement (AMR) scheme is described for solving
the governing equations for multi-phase (gas–particle) core flows in solid propellant rocket
motors (SRMs). An Eulerian formulation is used to describe the coupled motion between the gas and
particle phases. A cell-centred upwind finite-volume discretization and the use of limited linear
reconstruction, Riemann solver based flux functions for the gas and particle phases, and explicit multi-
stage time-stepping allows for high solution accuracy and computational robustness. A Riemann
problem is formulated for prescribing boundary data at the burning surface and a mesh adjustment
algorithm has been implemented to adjust the multi-block quadrilateral mesh to the combustion
interface. A flexible block-based hierarchical data structure is used to facilitate automatic solution-
directed mesh adaptation according to physics-based refinement criteria. Efficient and scalable parallel
implementations are achieved with domain decomposition on distributed memory multi-processor
architectures. Numerical results are described to demonstrate the capabilities of the approach for
predicting SRM core flows.

Keywords: Adaptive mesh refinement; Parallel computing; Multi-phase flow; Solid propellant rocket
motors

1. Introduction

The internal flow of a solid propellant rocket motor (SRM)

is very complex and not yet completely understood. The

flow of the propellant products from the combustion

chamber through the nozzle and the plume of the rocket is

a high speed, high temperature, multi-phase, chemically

reactive, turbulent flow. It is inherently three-dimensional

due to rocket rotation, turbulent flow, mass injection and

propellant grain geometry. Moreover, the combustion of

the solid propellant occurs in a thin, high temperature

layer between the propellant grain and the main flow

cavity, known as the combustion interface. This

topologically complex surface evolves as the propellant

burns. Propellant burning rates must be controlled to avoid

catastrophic failure and solid particles are often added to

the propellant to enhance combustion and burning

stability. The particles, however, can have detrimental

effects on the rocket motor, causing excessive erosion of

the throat and nozzle, and altering the effective thrust and

choking of the rocket motor. The particles added in many

SRMs such as the booster rockets on the Space Shuttle, are

typically composed of aluminum. These reactive particles

are used to stabilize the internal flow due to possible

combustion instabilities and also act as a fuel, injecting

hot gas into the combustion chamber as they burn.

The aluminum particles can account for as much as

20% of the propellant by mass. Non-aluminized

propellants are, however, common in some military rocket

applications, such as the CRV-7 rocket system,

resulting in reduced smoke and thermal signatures.

Here, inert particles, such as aluminum oxide, Al2O3,

are typically added to damp out combustion instabilities in

the flow chamber and account for 2–3% of the solid

propellant by mass.

Modern numerical methods are a potential tool for

studying the characteristics of the core flows of SRMs, as

well as aiding rocket motor design and optimization.
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Recent examples of the application of numerical methods

to the modeling of SRM flows include the studies by

Ciucci et al. (1998), Orbekk (1998), Daniel et al. (1999)

and Sabnis (2003). Computational tools for the simulation

of SRMs under various operating conditions are also being

developed at the Center for Simulation of Advanced

Rockets, see Najjar et al. (2000, 2002, 2003) and Dick

and Heath (2002). The development and description of

a parallel solution-adaptive method for predicting

axisymmetric, multi-phase SRM core flows is the focus

of the present paper. This parallel algorithm has been

devised with a view to enable the computation of complex

rocket motor flows on a more routine basis. A preliminary

discussion of the algorithm was presented by Sachdev

et al. (2003).

In the proposed approach, an Eulerian formulation is

used to describe the coupled motion of both the gas and

particle phases. A cell-centred upwind finite-volume

discretization procedure is used on multi-block quad-

rilateral meshes to solve the governing partial differential

equations in weak conservation form. Limited linear

solution reconstruction and Riemann-solver based flux

functions are used to evaluate the numerical fluxes for the

gas and particle phases and an explicit multi-stage time-

stepping procedure is used to integrate the governing

equations in time. The injection of gas and particle into the

core flow from the burning propellant is formulated as a

Riemann problem and boundary data is obtained by an

iterative scheme. The combustion interface is held

stationary in this study; however, future work will involve

a regressing burning surface. To prepare for this capability,

a mesh adjustment algorithm has been implemented to

adjust the multi-block quadrilateral mesh locally to the

combustion interface. Adaptive mesh refinement (AMR)

is used to accurately resolve multiple solution scales

associated with SRM flows. A flexible block-based

hierarchical data structure is used to facilitate automatic

solution-directed mesh adaptation according to physics-

based refinement criteria. This block-based data structure

also lends itself naturally to domain decomposition and

thereby enables efficient and scalable implementations of

the algorithm on distributed-memory multiprocessor

architectures.

A review of the governing equations is given in the next

section followed by a description of the algorithm outlined

above. The paper concludes by describing numerical

results for inviscid flows that illustrate the capabilities of

the proposed approach for predicting SRM core flows. The

reference rocket motor chosen is based on the CRV-7

rocket system, which is SRM developed for military

applications. The characteristics of the reference SRM and

the propellant are summarized in table 4. The CRV-7

rocket system contains a non-aluminized propellant

composed of 80% oxidizer (ammonium perchlorate, AP)

and 20% fuel (hydroxyl terminated polybutadiene,

HTPB). As is typical in some tactical rocketry, inert

aluminum oxide particles account for 2–3% of the solid

propellant by mass. Therefore, the modeling of burning

particles and the transport of smoke are not required. In

addition, the propellant grain is assumed to be stationary

and uninhibited, and erosive and transient burning effects

are neglected. Furthermore, the propellant ignition is

assumed to be instantaneous. The proposed scheme

is currently being extended to three-dimensional turbulent

flow with a propagating propellant interface.

This numerical scheme will provide a basic numerical

tool for future work involving the effects of spin rate,

structural oscillations (e.g. Greatrix (1999)), ignition

dynamics (e.g. Greatrix et al. (1988) and Alavilli et al.

(2000)) and more sophisticated burning models (e.g. King

(1979), Renie and Osborn (1983), Greatrix and Gottlieb

(1987), Brewster (2000) and Surzhikov et al. (2000)).

2. Governing equations

2.1 Conservation equations

An Eulerian formulation is used for both the gas and

particle phases (Marble 1970). The Euler equations of

inviscid compressible gasdynamics are used to describe

the behavior of the gas-phase and a similar set of equations

are used to describe the behavior of the particle-phase.

The particle-phase is assumed to be inert (non-reacting),

dilute (negligible volumetric fraction) and disperse

(no particle–particle interactions) (Rudinger 1980) and

consist of mono-sized spherically-shaped particles with

uniform physical properties. Since the particle-phase is

considered to be disperse, there can be no particle-

pressure acting on the particle-phase. As a consequence of

the assumptions of an inert and dilute particle-phase, there

is no interaction between the phases due to mass transfer

or volume effects. There is, however, a strong interaction

between the relatively heavy solid particles and the gas

due to momentum transfer (drag). Typical particle

density (rp) to gas density (r) ratios are large for

rocket motors ðrp=r , 103Þ: Heat transfer between the

phases also occurs for cases where the phases have

different temperatures. The set of partial differential

equations governing the coupled motion of the disperse

gas–particle flow for an axisymmetric coordinate system

is given by

›U

›t
þ

›Fr

›r
þ

›Fz

›z
þ

S

r
¼ P; ð1Þ

where U represents the conserved variable solution vector,

U ¼ ½r; rvr; rvz;E;sp;spur;spuz;Ep�
T ; ð2Þ

sp is the mass concentration of the solid particles, vr

and vz are the radial and axial components of the gas

velocity v, ur and uz are the radial and axial components

of the particle velocity u, and E and Ep are the total

energy per unit volume of the gas and particle-phases.

The vectors Fr and Fz are the flux vectors in the r and z

directions respectively and the vector S represents

J.S. Sachdev et al.160
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the sources due to the axisymmetric flow geometry,

Fr ¼

rvr

rv2
r þ p

rvrvz

vrðE þ pÞ

spur

spu2
r

spuruz

urEp

2
6666666666666666666666664

3
7777777777777777777777775

; Fz ¼

rvz

rvrvz

rv2
z þ p

vzðE þ pÞ

spuz

spuruz

spu2
z

uzEp

2
6666666666666666666666664

3
7777777777777777777777775

;

S ¼

rvr

rv2
r

rvrvz

vrðE þ pÞ

spur

spu2
r

spuruz

urEp

2
6666666666666666666666664

3
7777777777777777777777775

:

ð3Þ

The vector P represents the sources due to the gas–

particle interaction

P ¼

0

2
sp

tv
ðvr 2 urÞ f ðRepÞ

2
sp

tv
ðvz 2 uzÞ f ðRepÞ

2
sp

tv
ðv 2 uÞ · u f ðRepÞ2

spcp

tT
ðT 2 TpÞ

0

sp

tv
ðvr 2 urÞ f ðRepÞ

sp

tv
ðvz 2 uzÞ f ðRepÞ

sp

tv
ðv 2 uÞ · u f ðRepÞ þ

spcp

tT
ðT 2 TpÞ

2
6666666666666666664

3
7777777777777777775

: ð4Þ

The relaxation times associated with the momentum

(drag) and heat transfer between the gas and particle-

phases are

tv ¼
mp

3pdpm
; tT ¼

mpcp

2pdpk
; ð5Þ

where mp is the particle mass, dp is the particle diameter,

and cp, m and k, are the gas specific heat at constant

pressure, viscosity and thermal conductivity, respectively.

Note that the ratio of the relaxation times can be related to

the Prandtl number of the gas, tT=tv ¼ 3
2

Pr: The function

f(Rep) is a correction to the Stokes drag law for spherical

particles which has the form

CD ¼
24

Rep

f ðRepÞ ¼
24

Rep

1 þ
1

6
Re

2
3
p

� �
: ð6Þ

This drag coefficient, CD, is valid for flow situations

satisfying Rep , 1000; where Rep ¼ ðrdp=mÞjv 2 uj:
The ratio of the particle density to gas density is assumed

to be large enough such that the Basset history, fluid

acceleration and added mass forces can be neglected

(Rudinger, 1980).

The gas-phase is taken to be calorically perfect and the

total energies of the two phases are then given by

E ¼
p

ðg2 1Þ
þ

r

2
ðv · vÞ; ð7Þ

Ep ¼ spcmTp þ
sp

2
ðu · uÞ; ð8Þ

where g ¼ cp=cv is the ratio of the specific heats for the

gas, p is the gas-phase pressure, cm is the specific heat of

the particles, and Tp is the particle temperature. The ideal

gas law provides a relationship between the gas pressure p

and temperature T

p ¼ rRT ¼
ra2

g
; ð9Þ

where a ¼
ffiffiffiffiffiffiffiffiffi
gRT

p
is the sound speed and R is the gas

constant.

Although this study is restricted to mono-sized particles

with uniform physical properties, the Eulerian framework

adopted here can be readily modified to cope with

particles having a distribution of sizes and characteristics.

This can be accomplished by considering multiple

families of different sized particles, each with their own

mass momentum and energy. An additional set of particle-

phase continuity, momentum and energy equations for

each additional particle family would then be incorporated

into the mathematical formulation and solved along with

the gas-phase equations.

2.2 Degenerate hyperbolic system

It has been shown by previous authors that the set of

equations governing disperse gas–particle flows is both

hyperbolic and degenerate (Sauerwein and Fendell 1965,

Saurel et al. 1994, Slater and Young 2001). A brief

summary of the cause and implications of the degeneracy

is as follows.

In order to assess the hyperbolicity and degeneracy

of the two-phase flow equations of interest, consider

the one-dimensional, weak conservation, form of

Parallel solution-adaptive scheme 161
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the equations given above:

›U

›t
þ

›

›x
FðUÞ ¼ PðUÞ; ð10Þ

where U ¼ ½r; rv;E;sp;spu;Ep�
T ;FðUÞ is the one-

dimensional flow state vector of conserved variables and

F(U) and P(U) are the flux and phase-interaction source

vectors, respectively. This is an inhomogeneous hyper-

bolic system. In the “frozen” limit, the characteristic times

scales of the particle drag and heat transfer, tv and tT can

be assumed to be large, relative to the differences in

velocities and temperatures of the two phases such that the

phase-interaction terms can be neglected. In this limit, the

equations governing the gas and particle-phases decouple.

An eigenanalysis of the system in the frozen limit provides

the set of real eigenvalues, lk,

l1 ¼ v 2 a; l2 ¼ v; l3 ¼ v þ a; l4;5;6 ¼ u; ð11Þ

indicating the hyperbolic nature of the equations. Note the

three repeated eigenvalues associated with the particle-

phase. The right eigenvectors corresponding to the frozen-

limit eigenvalues are

ðr1; r2; r3; r4; r5Þ ¼

1 1 1 0 0

2a=r 0 a=r 0 0

a2 0 a2 0 0

0 0 0 1 0

0 0 0 0 0

0 0 0 0 1

2
66666666664

3
77777777775
: ð12Þ

This is an incomplete set of eigenvectors as only five

linearly independent eigenvectors can be found for the six

eigenvalues. An eigenvector associated with the repeated

l ¼ u eigenvalue is missing, indicating a degeneracy in the

eigensystem. Therefore, the set of hyperbolic conservation

equations governing disperse gas–particle flows is said to

be degenerate.

The preceding degeneracy is a direct result of the

assumptions that the particle volume fraction is negligible

(dilute) and that the effects of inter-particle collisions are

not important (disperse). The lack of particle collisions

means that there are no normal surface forces produced by

the random motion of the particles themselves and hence

there is no pressure-like term in the particle momentum

and energy equations. Physically, the main implications of

the degeneracy are two-fold. First, particle vacuums can

exist, as there are no direct pressure forces to drive the

particles from regions of high concentrations to those with

low concentrations. Moreover, as interactions between

particles have been neglected, the paths of particles can

cross. Faster moving particles can freely over-take and

pass slower moving particles without being subject to any

particle–particle interaction forces.

The degenerate nature of the two-phase flow equations

must be accounted for when designing a Godunov-type

numerical scheme for their solution. Although Lagrangian

modeling methods (e.g. Hwang and Chang (1988), Carrier

et al. (1991) and Najjar et al. (2000)) can readily deal with

particle trajectories that cross, Eulerian finite-volume

methods can produce inaccurate and physically incorrect

numerical solutions. This is a result of insufficient

characteristic fields from which to reconstruct the solution

and therefore solution information and accuracy can be

lost. The solution algorithm proposed here will make use

of the Riemann solver of Saurel et al. (1994) that allows

particle paths to cross, however, flows involving the

compression of the particle-phase are still problematic.

3. Numerical method

3.1 Finite volume scheme

In this work, an explicit higher-order Godunov-type finite-

volume scheme is used to solve the gas–particle

equations. Upwind finite-volume schemes for the

gasdynamic equations were originally introduced by

Godunov (1959). Application and development of these

schemes for the gasdynamic equations has been well

documented in literature, see van Leer (1973, 1974,

1977a,b, 1979, 1982), Roe (1981, 1984), Harten (1983,

1984), Colella and Woodward (1984), Osher (1984),

Harten et al. (1987) and Yee (1987).

In this finite-volume approach, the governing equations

are integrated over quadrilateral cells of a structured

multi-block quadrilateral mesh. The preceding finite

volume procedure applied to cell ði; jÞ results in the

following semi-discrete form of the equations,

dUij

dt
¼ 2

1

Aij

X
k

~Fijk · n̂Dl2
Sij

r
þ Pij; ð13Þ

where Aij is the area of cell ði; jÞ; Dl is the length of the cell

face k, and n̂ is the unit vector normal to the cell face k.

The inviscid numerical fluxes at the faces of each cell

are determined from the solution of a Riemann problem.

Given the left and right solution states, U l and U r, at the

cell interfaces, the numerical flux is given by

~F · n̂ ¼ F ðUl;Ur; n̂Þ ð14Þ

where F is evaluated by solving a Riemann problem in a

direction defined by the normal to the face, n̂; with initial

data U l and U r. The left and right solution states are

determined using the least squares piece-wise limited

linear solution reconstruction procedure of Barth (1993).

The modified limiter of Venkatakrishnan (1993) has also

been implemented.

Frozen flow conditions are assumed for the solution of

the Riemann problem. In the frozen flow limit the phase

interactions terms vanish and the gas and particle-phases

fully decouple. Hence, separate Riemann problems

and solutions can be formulated for the two phases.

J.S. Sachdev et al.162
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For the gas-phase, the flux functions of Roe (1981),

Einfeldt (1988) (HLLE), Linde (2002) (HLLL), and the

exact Riemann solver of Gottlieb and Groth (1988) have

all been implemented. For the particle-phase, the Riemann

solver proposed by Saurel et al. (1994) has been

implemented and is discussed in the next section.

For time-accurate calculations, predictor–corrector and

fourth order Runge-Kutta time-marching methods are

used to integrate the set of ordinary differential equations

that result from the spatial discretization of the governing

equations. The optimally-smoothing multi-stage schemes

developed by van Leer et al. (1989) are adopted for steady-

state calculations.

3.2 Particle-phase riemann solver

Determination of the flux values at cell interfaces for the

particle-phase is complicated by the degeneracy of the

governing flow equations described above. A particle-

phase Riemann solver was proposed by Saurel et al.

(1994). This flux function is now briefly reviewed and its

limitations are discussed.

Given the left and right particle-phase solution states

defined by Wl ¼ ½spl; ul; Tpl�
T and Wr ¼ ½spr; ur; Tpr�

T ;
three particle expansion wave configurations ðul , urÞ and

three particle compression wave configurations ðul . urÞ

were identified by Saurel et al., and used to construct

solutions to the Riemann problem (refer to figure 1). For the

expansion configuration, if ul, ur . 0 then the interface

solution provided by the solution of the Riemann problem

is simply the left state. If ul; ur , 0 then the interface

solution state is given by the right state. A strong expansion

occurs when ul , 0 and ur . 0: In this case the particles of

the left and right states are moving apart in opposite

directions, leaving a vacuum state at the interface.

For the compressive configurations ðul . urÞ;
if ul; ur . 0 then the interface solution for the Riemann

problem is the left state and if ul; ur , 0 the solution

state is the right state. A strong compression of the

particles occurs when ul . 0 and ur , 0: In the proposed

Riemann solver of Saurel et al., the solution state is

then given by s*
p ¼ spl þ spr; u* ¼ ðsplul þ sprurÞ=s

*
p

and T*
p ¼ ðsplTpl þ sprTprÞ=s

*
p :

In all of the three compressive cases, the interface solution

compromises the actual physics of the particle motions. For

the mildly compressive cases where one solution state is

catching up with the other, the solution information carried

by the overtaken particles is lost. In reality, this solution

information should be retained. For the more strongly

compressive case, the two waves (populations of particles)

should simply pass through each other. Instead, the particle

concentrations are directly summed and density weighted

averages are assigned to the particle velocity and

temperature. Although this averaging procedure provides

the correct average state for the combined left and right

moving particle populations, it fails to recognize the

presence of the two oppositely moving populations and this

solution content is lost and not retained in the numerical

approximation of the solution. This can lead to the

unphysical results and difficulties near solid boundaries as

described by Saurel et al. (1994) and Slater and Young

(2001) and is a basic limitation of single-velocity Eulerian

formulations for describing particle-phase motions. Lagran-

gian formulations, which track and solve for the individual

particle motions, can account for multiple particle

trajectories within a computational cell and thereby avoid

the problems associated with the degeneracy of Eulerian

formulations. However, Lagrangian methods generally

require significantly more computing resources than an

Eulerian approach, in terms of both memory and computing

time. This is particularly true for two-phase particle-laden

flows where the phases are strongly coupled and have a

significant affect on each other. Efficient and scalable

parallel implementations of Lagrangian particle tracking

formulations are also difficult to achieve.

3.3 Burning surface boundary condition

The combustion of the solid propellant of the rocket motor

occurs in a thin, high-temperature layer between the solid

propellant and the main flow cavity, known as the

combustion interface. This layer is assumed to be small

relative to the diameter of the rocket motor and large

relative to the product of the propellant product velocities

and chemical reaction relaxation times such that the finite-

rate nature of the chemical reactions can be neglected

and the injected gas–particle products can be assumed to

be in chemical equilibrium. Boundary conditions for

a regressing burning surface that injects gas–particle
Figure 1. The six possible wave patterns for the particle-phase Riemann
problem of Saurel et al. (1994).

Parallel solution-adaptive scheme 163
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products into the flow cavity is formulated in terms of a

Riemann problem and used here to specify boundary data

at the surface of the burning propellant. The treatment of

the burning propellant boundary is very similar in spirit to

the methods proposed by Gottlieb and Groth (1999) for

imposing boundary data at a variety of flow boundaries

based on the solution of Riemann problems.

Consider the combustion of a propellant surface. For

the current analysis, the burning rate is computed by the

application of the pressure dependent empirical St. Robert

relation,

rbsvbs ¼ ð1 2 asÞrsrbs ¼ ð1 2 asÞrsbpn
bs ð15Þ

where rbs, vbs and pbs are the density, normal velocity and

pressure of the gas injected from the burning surface and

rs is the solid propellant density. The burning rate, rbs, is

the same as the injected gas velocity and the burning rate

constants b and n are functions of the chemical

composition of the solid and the adiabatic flame

temperature, Tf. The mass fraction of solid particles in

the propellant is given by as. Note that the speed of the

propagating surface is 2 rbs. Although unsteady

and erosive burning effects are not included here,

it should be straightforward to include these influences

in the present boundary scheme through the use of a

modified burning rate.

The wave solution for the burning surface Riemann

problem is shown in figure 2. There are two waves: a

contact surface and a second wave, which can be a shock

or a rarefaction wave. An exact Riemann solver has been

constructed to solve this problem.

For the left-hand side boundary depicted in figure 2,

the primitive variable states Vr, V*
r and Vl ¼ V*

l ¼ Vbs

are given by

Vr ¼ ½rr; vxr; vyr; pr;spr; uxr; uyr; Tpr�
T ; ð16Þ

V*
r ¼ r*

r ; vbs; v*
yr; pbs;s

*
pr; ubs; u*

yr; Tf

h iT

; ð17Þ

Vbs ¼ ½rbs; vbs; 0; pbs;spbs; ubs; 0; Tf �
T ð18Þ

where ubs ¼ vbs: The resulting system of equations, the

shock/rarefaction equations and the burning rate equation

(15), is nonlinear and implicit in the unknown burning

surface pressure or normal velocity, pbs and vbs. A Newton

iteration scheme is developed to solve this system with the

burning surface pressure as the iterate. The propagation of

the burning surface is accounted for through an application

of a Galilean transformation to a frame in which the surface

is stationary. In this frame, the right-state velocity is given

by vs
xr ¼ vxr þ rbs: The burning surface velocity in

the stationary frame, vs
bs; can now be determined by the

iterative scheme.

The right state pressure can be used as the initial

guess. If the burning surface pressure is greater than or

equal to the right state pressure, pbs $ pr; then the right

hand wave is a shock. The following equations are used

to find the speed and density across the shock:

vs
bs ¼ vxr þ rbs þ

1ffiffiffiffiffiffi
C1

p
ar

g

pbs

pr

2 1

� �
; ð19Þ

vs
bs
0 ¼

dvbs

dpbs

¼ r0bs þ
1ffiffiffiffiffiffi
C1

p
arC2

gpr

; ð20Þ

r*
r ¼ rr

ðgþ 1Þpbs þ ðg2 1Þpr

ðg2 1Þpbs þ ðgþ 1Þpr

 �
;

C1 ¼
gþ 1

2g

pbs

pr

þ
g2 1

2g
;

C2 ¼ 1 2
1

C1

gþ 1

4g

pbs

pr

2 1

� �
:

ð21Þ

If pbs , pr; then the right-hand wave is a rarefaction

wave. The following equations can be used to determine

the speed and density across the rarefaction wave:

a*
r ¼ ar

pbs

pr

� �g21
2g

; ð22Þ

vs
bs ¼ vxr þ rbs þ

2

g2 1
ða*

r 2 arÞ; ð23Þ

vs
bs
0 ¼ r0bs þ

a*
r

gpbs

; ð24Þ

r*
r ¼ rr

pbs

pr

� �1
g

: ð25Þ

The gas density and particle concentration injected into

the core by the burning surface can be determined from

pbs ¼ rbsRTf and sbs ¼ asrsrbs=vs
bs: The derivative of

St. Robert’s burning rate equation (15), with respect to the

pressure at the burning surface is given by

r0bs ¼ n
rbs

pbs

: ð26Þ

The pressure is then up-dated by

pðnþ1Þ
bs ¼ pðnÞ

bs 2
rsrbs 2 rbsv

s
bs

rsr
0
bs 2 ðrbsv

s
bsÞ

0
ð27Þ

Figure 2. Burning surface wave pattern.
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where the derivative of the gas flux from the burning

surface, ðrbsv
s
bsÞ

0; with respect to pbs is

rbsv
s
bs

� �
0 ¼

rbsv
s
bs

pbs

þ rbsv
s
bs
0: ð28Þ

The iteration process is complete when

j1 2 pðnÞ
bs =pðnþ1Þ

bs j , 1: Finally, the burning surface velocity

in the initial frame can be determined by vbs ¼ vs
bs 2 rbs:

3.4 Mesh adjustment scheme for embedded boundaries

The combustion interface is considered to be stationary

in the current study. Future work will include the

application of the level set method (Sethian 1999) to

allow for the regression of the propellant interface as it

burns. To prepare for this capability, we have

developed a mesh adjustment algorithm to adjust an

underlying quadrilateral structured mesh to the location

of the combustion interface. Alternative approaches

considered in other studies for dealing with boundaries

not aligned with the mesh include the cut-cell (e.g.

Bayyuk et al. (1993), De Zeeuw and Powell (1993),

Coirier and Powell (1995) and Aftosmis et al. (1998))

and immersed boundary (e.g. Peskin (2002)) methods.

Figure 3 demonstrates the grid adjustment algorithm for

a circular interface. The initial mesh is shown in the left-

side portion of the figure and the interface is indicated by a

thick solid line. The mesh is adjusted by merely locating

mesh nodes that are closest to the points where the spline

defining the interface intersects mesh lines connecting the

nodes of the mesh. The resulting grid is shown in the right-

side portion of the figure. The solid lines in the adjusted

grid denote the “active” computational mesh and the

dashed lines correspond to the portion of the mesh that

is not needed for the computation and are deemed

“in-active.” These in-active nodes are retained to maintain

the block-based data structure and may be reactivated in

computations involving moving interfaces. Note that for a

moving interface, the mesh will have to be readjusted

accordingly. This is accomplished by returning the grid to

the original unadjusted form, and then readjusting

the mesh to the new interface location. The construction

of interpolation operators for the solution is required

to maintain conservation and an accurate representation of

the solution.

The preceding mesh adjustment algorithm will generate

a piecewise linear representation of the interface boundary

which allows for the accurate calculation of cell areas and

straight-forward application of the interface boundary

condition. An advantage of this mesh adjustment

algorithm is that the ði; jÞ data structure of a structured

mesh is maintained. In addition, it is advantageous that

this adjustment algorithm does not require communication

between the multiple solution-blocks and is completely

transparent to the block-based AMR scheme to

be discussed in the next section. It can be seen from the

adjusted mesh in Fig. 3 that triangular cells can be

generated from this scheme which requires the flow solver

to consider a number of special cases when determining

the fluxes at cell interfaces.

Figure 4 demonstrates the grid adjustment algorithm

for the combustion interface in a rocket motor.

The initial structured multi-block grid is shown in the

upper portion where the propellant interface is indicated

by a thick solid line and the resulting adjusted grid is

shown in the lower portion.

3.5 Adaptive mesh refinement

Adaptive mesh refinement techniques which automati-

cally adapt the computational grid to the solution of the

governing partial differential equations can be very

effective in treating problems with disparate length scales.

Following the approach developed by Groth et al. (1999,

2000) for computational magnetohydrodynamics, a

flexible block-based hierarchical data structure has been

developed and is used in conjunction with the finite-

volume scheme described above to facilitate automatic

Figure 3. Initial (left panel of figure) and adjusted (right panel of figure) mesh for a circular cylinder.
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solution-directed mesh adaptation on multiblock quadri-

lateral mesh according to physics-based refinement

criteria. The proposed AMR formulation borrows from

previous works by Berger (1982, 1984), Berger and

Colella (1989), Berger and LeVeque (1989), Quirk (1991)

and De Zeeuw and Powell (1993) and has similarities with

the block-based approaches described by Quirk and

Hanebutte (1993) and Berger and Saltzman (1994).

A primary distinction of this work is the use of curvilinear

(arbitrary quadrilateral) mesh as opposed to the Cartesian

mesh that is used in most of the previous works. The use of

quadrilateral mesh blocks makes the application of the

block-based AMR more amenable to flows with thin

boundary layers and permits anisotropic refinement as

dictated by the initial mesh stretching. Note that cell-based

AMR schemes on curvilinear mesh have been explored in

previous works by Davis and Dannenhoffer (1993), Sun

and Takayama (1999) and Bramkamp et al. (2000).

In this work, the governing equations are

integrated to obtain area-averaged solution quantities

within quadrilateral computational cells and these cells are

embedded in structured blocks consisting of Nx £ Ny cells,

where Nx and Ny are even, but not necessarily equal

integers. Solution data associated with each block are

stored in indexed array data structures and it is therefore

straightforward to obtain solution information from

neighbouring cells within blocks. Mesh adaptation is

accomplished by the dividing and coarsening of appro-

priate solution blocks. In regions requiring increased cell

resolution, a “parent” block is refined by dividing itself

into four “children” or “offspring”. Each of the four

quadrants or sectors of a parent block becomes a new

block having the same number of cells as the parent and

thereby doubling the cell resolution in the region of

interest. This process can be reversed in regions that are

deemed over-resolved and four children are coarsened

into a single parent block. The mesh refinement is

constrained such that the grid resolution changes by only a

factor of two between adjacent blocks and the minimum

resolution is not less than that of the initial mesh. Standard

multi-grid-type restriction and prolongation operators are

used to evaluate the solution on all blocks created by

the coarsening and division processes, respectively.

Although several approaches are possible for this study,

the coarsening and division of blocks are directed using

multiple physics-based refinement criteria as done

previously by Paillère et al. (1992) and Powell et al.

(1993, 1999). Six flow quantities or refinement criteria, ek,

are used herein,

e1 / j7rj e2 / j7 · vj e3 / j7 £ vj ð29Þ

e4 / j7spj e5 / j7 · uj e6 / j7 £ uj ð30Þ

The first three quantities correspond to local measures

of density gradient, compressibility, and vorticity of the

gas-phase and enable the detection of contact surfaces,

shocks and shear layers. Refinement criteria for the

particle-phase are defined by the next three quantities,

which provide local measures of the particle concentration

gradient and the divergence and vorticity of the particle

velocity field. These quantities will enable the detection of

high and low (vacuum) particle concentrations, particle-

phase compression and expansion waves and particle-

phase shear layers.

In order that the solution algorithm for the multi-

phase flow equations can be applied to all blocks in a

more independent manner, some solution information is

shared between adjacent blocks having common inter-

faces. This information is stored in an additional two

layers of overlapping “ghost” cells associated with each

block. At interfaces between blocks of equal resolution,

these ghost cells are simply assigned the solution values

associated with the appropriate interior cells of the

adjacent blocks. At resolution changes, restriction and

prolongation operators, similar to those used in block

coarsening and division, are employed to evaluate the

ghost cell solution values. Within the AMR approach,

additional inter-block communication is also required at

interfaces with resolution changes to strictly enforce the

flux conservation properties of the finite-volume scheme

(Berger 1984, Berger and Colella 1989). In particular,

Figure 4. Initial (upper panel of figure) and adjusted (lower panel of figure) mesh for a cylindrical grain rocket motor.
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the interface fluxes computed on more refined blocks are

used to correct the interface fluxes computed on coarser

neighbouring blocks and ensure that the fluxes are

conserved at block interfaces.

A hierarchical tree-like data structure with multiple

“roots”, multiple “trees”, and additional interconnects

between the “leaves” of the trees is used to keep track of

mesh refinement and the connectivity between solution

blocks. This interconnected “forest” data structure is

depicted in figure 5. The blocks of the initial mesh are the

roots of the forest which are stored in an indexed array data

structure. Associated with each root is a separate “quadtree”

data structure that contains all of the blocks making up the

leaves of the tree created from the original parent blocks

during mesh refinement. One of the advantages of the

hierarchical quadtree data structure is that it readily

permits local mesh refinement. Local modifications to the

multi-block mesh can be performed without re-gridding the

entire mesh and re-calculating solution block connectivity.

An example illustrating the adaptation of a two-

dimensional multi-block quadrilateral mesh for a simpli-

fied rocket motor core flow geometry given in table 4

is shown in figure 6. The figure shows an initial grid

(top pane) consisting of three blocks and 2304 cells

(32 £ 24 cell blocks were used) and five meshes derived by

applying five levels of refinement. Note that the figures do

not show the entire computational domain but only

the nozzle section where the majority of the refinement

occurs. The solution block boundaries are depicted in the

figures. The statistics corresponding to the mesh refinement

are summarized in table 1 where Nblocks is the total number

of blocks, Ncells is the total number of cells, and h is a

measure of the efficiency of the block-based AMR scheme

defined by

h ¼ 1 2 Ncells=Nuniform ð31Þ

where Nuniform is the total number of cells that would

have been used on a uniform mesh composed of cells

of the finest size on the current mesh. The efficiency of

the AMR scheme improves as the number of refinement

levels increase. This indicates the ability of the block-

based AMR approach to deal with flows having disparate

spatial scales, providing reduced numbers of cells

while maintaining cell resolution in areas of interest.

Figures 14–17 indicate that the scheme is clustering

solution blocks in areas of high acceleration and extreme

particle concentrations (near all solid boundaries).

The numerical results for this case are discussed in

more detail in a later section. An enlargement of the

throat-area of the nozzle after seven refinement levels is

shown in figure 7. The mesh, in this case, has an

refinement efficiency of h ¼ 0:956 and consists of 2187

blocks and 1,679,616 cells. The application of the mesh

adjustment algorithm to the corner of the combustion

interface is shown in the inset. Note that each level of

refinement in the grid introduces cells that are typically

smaller by a factor of two in each spatial dimension.

Practical calculations may have 10 –15 levels of

refinement. In the case of 15 levels of refinement, the

finest cells in the mesh are more than 32,000 (215) times

smaller than the coarsest cells. Also, note that the initial

mesh stretching, in this case applied to the mesh in the

radial direction, is retained by the mesh refinement

procedure such that the refined blocks and the cells within

them are clustered near the upper boundary of the mesh.

Use of cell stretching and cell clustering in the initial

mesh enables anisotropic refinement of the multi-block

grid, which will be particularly important for resolving

boundary and shear layers in subsequent studies of

viscous core flows in rocket motors.

The mesh adjustment scheme discussed in the previous

section works only on single solution blocks, however, the

block-based AMR scheme requires the mesh to be

completely unadjusted before refining. Therefore, the

mesh must be readjusted after the mesh refinement occurs.

Note that the constraint that limits grid resolution changes

by a factor of two between adjacent blocks holds true even

within the region inactivated by the mesh adjustment.

In extreme cases such as those experienced by the rocket

motor example, many solution blocks are completely

Figure 5. Solution blocks of a computational mesh with four refinement levels originating from one initial block and the associated hierarchical
quadtree data structure. Interconnects to neighbours are not shown.
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ignored during the solution procedure if they fall within

the region internal to the interface. This will have

implications on the load balancing for the parallel

implementation discussed in the next section.

3.6 Parallel implementation

Although the block-based AMR approach described above

is somewhat less flexible and incurs some inefficiencies in

solution resolution as compared to cell-based approaches

(i.e. for the same solution accuracy, generally more

computational cells are introduced in the adapted grid),

the block-based method offers many advantages over cell-

based techniques when parallel implementation of the

solution algorithm is considered and computational

performance issues are taken into account. In particular,

the multi-block quadrilateral mesh and quadtree data

structure lends itself naturally to domain decomposition

and thereby enables efficient and scalable implementa-

tions of the solution algorithm for the two-phase flow

Figure 6. Illustration of AMR for a two-dimensional multi-block quadrilateral for a cylindrical grain rocket motor: (a) initial mesh (3 blocks, 2304
cells), (b) first refinement (12 blocks, 9216 cells), (c) second refinement (36 blocks, 27,648 cells), (d) third refinement (120 blocks, 214,272 cells),
(e) fourth refinement (279 blocks, 214,272 cells) and (e) final refinement (570 blocks, 437,760 cells). Each block contains 32 £ 24 cells. Computation
cells are not shown.

Table 1. Statistics regarding the AMR for a two-dimensional multi-
block quadrilateral for a cylindrical grain rocket motor.

Nblocks Ncells h

Initial mesh 3 2304 0.000
First refinement 12 9216 0.000
Second refinement 36 27,648 0.250
Third refinement 120 92,160 0.375
Fourth refinement 279 214,272 0.637
Final refinement 570 437,760 0.814

J.S. Sachdev et al.168
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equations on distributed-memory multi-processor

architectures.

A parallel implementation of the block-based AMR

scheme has been developed using the Cþþ programming

language and the message passing interface (MPI) library

(Gropp et al. 1999). Use of these standards greatly

enhances the portability of the computer code and has

enabled very good parallel performance. Domain

decomposition is carried out by merely farming the

solution blocks out to the separate processors, with more

than one block permitted on each processor. A simple

stack is used to keep track of available (open) processors.

For homogeneous architectures with multiple processors,

all of equal speed, an effective load balancing is achieved

by exploiting the self-similar nature of the solution blocks

and simply distributing the blocks equally amongst the

processors. In doing so, all blocks are treated equally and

currently, no use is made of the hierarchical data structure

nor grid partitioning techniques to preferentially place

neighbouring blocks on the same processors. With 10

blocks per processor, the maximum load imbalance

attained by this simple block distribution procedure is less

than 10% (near perfect load balancing is achieved if the

number of blocks is an exact multiple of the number of

processors available). For heterogeneous parallel

machines, such as a network of workstations and

computational grids, a weighted distribution of the blocks

can be adopted to preferentially place more blocks on the

faster processors and less blocks on slower processors.

In order to carry out mesh refinement and inter-block

communication, a complete copy of the hierarchical

quadtree data structure is stored on each processor. This is

possible because, unlike cell-based unstructured meshing

techniques, the block-based tree data structure is not

overly large. The structure needs only to retain the

connectivity between the solution blocks as opposed to a

complete map of the cell connectivity required by general

unstructured mesh procedures. Inter-processor communi-

cation is mainly associated with block interfaces and

involves the exchange of ghost-cell solution values

and conservative flux corrections at every stage of

the multi-stage time integration procedure. Message

passing of the ghost-cell values and flux corrections is

performed in an asynchronous fashion with gathered wait

states and message consolidation, and as such, typically

amounts to less than 5–8% of the total processor time.

Implementation of the algorithm has been carried out

on a Beowulf cluster of 4-way Hewlett-Packard ES40

and ES45 servers with a total of 104 Alpha processors.

A low-latency Myrinet network and switch is used to

interconnect the servers in the cluster. The parallel

performance and scalability of the proposed method on

this parallel architecture was assessed by conducting a

series of numerical experiments using up to 48 processors.

An explicit algorithm with nearly perfect load balancing

should prove to be highly scalable. However, application

of the mesh adjustment scheme and the block-based AMR

scheme can lead to imperfect load balancing and

therefore, a less scalable algorithm. Note that the

percentage of inactivity of the solution blocks due to the

adjustment of the mesh to an arbitrary interface is

currently not considered when distributing the solution

blocks to available processors. To investigate the effect of

the mesh adjustment algorithm and the block-based AMR

scheme on the parallel implementation, the parallel

relative speed-up, Sp, and the parallel relative efficiency,

Ep, are determined for fixed-size problems involving

perfect and uneven load balancing. Both cases involve the

two-phase flow rocket motor test case of figure 6. The

geometry and characteristics of this rocket motor are given

in table 4. Note that in a fixed-size problem, the total

workload is constant and independent of the number of

processors. The parallel relative speed-up, Sp, given by

Sp ¼ t1=tp; and the parallel relative efficiency, Ep, given

by Ep ¼ Sp=p; are determined as a function of the number

of processors, p, where tp is the time required to solve the

problem using p processors and t1 is the time required to

solve the problem using a single processor. The results of

these scale-up tests are presented in figures 8 and 9.

To achieve perfect load balancing the propellant

interface was removed and combustion products were

injected through the side-wall of the rocket motor.

Figure 7. Illustration of the AMR for a two-dimensional multi-block quadrilateral for a cylindrical grain rocket motor after six refinements with 2187
blocks and 1,679,616 cells ðh ¼ 0:956Þ: The inset depicts the adjusted mesh at the corner of the propellant interface. Computation cells are shown only in
the inset.
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Figure 9. Parallel relative speed-up, Sp, and parallel relative efficiency, Ep, for a fixed-size problem involving the block-based AMR scheme using up to
48 processors and 32 £ 24 cells per solution block.

Figure 8. Parallel relative speed-up, Sp and parallel relative efficiency, Ep, for a fixed-size problem with perfect load-balancing using up to 48
processors.
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The results of this scale-up test are shown in figure 8 for

three different block sizes. Table 2 presents the

performance data for these and three additional block

sizes. It can be seen that with perfect load balancing, block

sizes of 32 £ 24 cells per block provide the best scale-up

with a nearly linear 44.98 parallel relative speed-up and

93.7% parallel relative efficiency for up to 48 processors.

The results for the different block sizes also indicate that

when solving a particular rocket motor core flow, the

number of cells used in each solution block will ultimately

affect the trade-off between parallel efficiency and

efficiency of the block-based mesh refinement procedure,

with large block sizes improving the former but reducing

the latter.

The rocket configuration depicted in figure 6 has been

used to study the effect of the mesh adjustment scheme on

the parallel performance of the algorithm (imperfect load

balancing). For this case, the size of each solution block

was 32 £ 24 cells. This imperfectly-load-balanced case

also included block-based AMR scheme so as to investigate

the scalability of the numerical algorithm with increased

numbers of blocks. Improved load balancing is expected as

the number of blocks increases and is obtained. A steady

state solution was determined on the initial mesh of figure

6(a) and an additional 1000 iterations were performed on

each successively refined mesh resulting from the AMR

procedure. The refined mesh are shown in figure 6(b)–(f).

The relative parallel speed-up and relative parallel

efficiency for this case is presented in figure 9. The relative

parallel speed-up and efficiency for the entire AMR

procedure and for the finest mesh level are shown in this

figure. The relative parallel speed-up and efficiencies for

the entire AMR procedure and each refinement level are

summarized in table 3. It should be noted that for a high

number of processors, the load balancing is poor for the first

few refinement levels due to the low number of available

solution blocks. The poor load-balancing leads to the poor

parallel scalings for the first two refinement levels which

achieve only 19 and 53% efficiency, respectively. However,

the overall AMR scheme is 75% efficient for up to 48

processors. Moreover, on the final mesh, the load-balancing

is greatly improved and this is reflected in the performance

parameters. For the fine mesh, the speed-up is much closer

to linear and achieves 88% parallel efficiency for up to 48

processors.

An indication of how a parallel numerical algorithm

can incorporate a fixed workload per processor can be

determined by considering a scaled-size problem, in which

the workload scales with the number of processors. Here,

the important performance parameters are the parallel

scaled speed-up, Sp, given by Sp ¼ ðt1=tpÞp and the parallel

scaled efficiency, Ep, given by Ep ¼ Sp=p: The scaled

parallel performance parameters are determined using the

rocket motor test case with the propellant interface intact.

It can be seen in figure 10 that when considering a scaled-

size problem, the parallel scaled speed-up is nearly linear

and maintains at least 80% efficiency for up to 48

processors, regardless of the poor load-balancing produced

Table 3. Statistics regarding the parallel relative speed-up, Sp and parallel relative efficiency, Ep, for the AMR procedure using up to 48 processors.

AMR scheme
First

Refinement
Second

Refinement
Third

Refinement
Fourth

Refinement
Fifth

Refinement

p Sp Ep Sp Ep Sp Ep Sp Ep Sp Ep Sp Ep

1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
4 3.87 0.96 3.76 0.92 3.87 0.97 3.98 1.00 3.82 0.96 3.81 0.95
8 7.50 0.94 5.33 0.67 7.24 0.91 8.01 1.00 7.40 0.93 7.44 0.93
16 13.81 0.86 9.34 0.58 11.56 0.72 14.46 0.90 14.15 0.88 14.78 0.92
24 20.33 0.84 9.28 0.39 15.54 0.64 21.88 0.91 22.30 0.93 21.66 0.90
32 24.73 0.77 9.28 0.29 16.06 0.50 28.56 0.89 27.51 0.86 28.60 0.89
48 33.31 0.69 9.23 0.19 25.56 0.53 36.61 0.76 38.13 0.79 42.06 0.88

Table 2. Statistics regarding the parallel relative speed-up, Sp and parallel relative efficiency, Ep, for a fixed-size problem with perfect load-balancing
using up to 48 processors.

Block size

16 £ 8 16 £ 16 24 £ 16 24 £ 24 32 £ 24 32 £ 32

p Sp Ep Sp Ep Sp Ep Sp Ep Sp Ep Sp Ep

1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
4 3.79 0.95 3.78 0.95 3.86 0.96 3.77 0.94 3.92 0.98 3.82 0.96
8 7.49 0.94 7.53 0.94 7.66 0.96 7.69 0.96 7.83 0.98 7.71 0.97
16 14.22 0.89 14.62 0.91 15.23 0.95 14.89 0.93 15.28 0.96 15.55 0.97
24 20.03 0.83 21.29 0.89 21.95 0.91 23.19 0.97 23.26 0.97 23.03 0.96
32 26.20 0.82 27.42 0.86 28.35 0.88 30.08 0.94 30.44 0.95 30.39 0.95
48 34.46 0.72 39.58 0.82 40.82 0.85 44.03 0.92 44.98 0.94 43.60 0.91
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by the mesh adjustment. The over-head time, to, given by

to ¼ ptp 2 t1 and normalized by max(to) and the normal-

ized wall-time, tw, given by tw ¼ tp=t1 are presented in

figure 11 as a function of the number of processors.

An algorithm is considered to be highly scalable if

the iso-efficiency function, the relationship between the

over-head time and the number of processors, is linear.

It can be seen in figure 11 that the iso-efficiency function is

indeed linear and the normalized wall-time remains fairly

constant for up to 48 processors.

Figure 11. Parallel overhead time, to, and wall-time, tw for a scaled-size problem using up to 48 processors.

Figure 10. Parallel scaled speed-up, Sp, and parallel scaled efficiency, Ep, for a scaled-size problem using up to 48 processors.
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4. Numerical results

4.1 Ringleb’s flow

In order to first assess and demonstrate the accuracy of

the spatial discretization scheme, the predictions of the

proposed parallel algorithm are considered for a test

problem for which an exact analytic solution exists.

Ringleb’s flow is a hodograph solution to the Euler

equations that is widely used in validation studies (e.g.

Barth and Fredrickson (1990), Coirier and Powell (1995)

and Hartmann and Houston (2002)). The flow pattern,

shown in figure 12(a), involves an isentropic, irrotational

flow contained between two streamlines. The analytic

solution can be parameterized in terms of a non-

dimensional velocity q, and the streamline number,

k ¼ 1=c :

xðq; kÞ ¼
1

2r

2

k 2
2

1

q2

� �
2

J

2
; ð32Þ

yðq; kÞ ¼ ^
1

rkq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2 ðq=kÞ2

q
; ð33Þ

c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2

g2 1

2
q2

r
ð34Þ

�r ¼ c 2=ðg21Þ; ð35Þ

J ¼
1

c
þ

1

3c3
þ

1

5c5
2

1

2
ln

1 þ c

1 2 c

� �
ð36Þ

where the density, �r; is made non-dimensional by the

stagnation density and the velocity q, and sound-speed c,

are made non-dimensional by the stagnation sound-speed.

The flow angle, u, can be determined from

u ¼ 2p2 sin21 ðq=kÞ: ð37Þ

The flow pattern shown in figure 12(a) is defined by the

streamlines corresponding to k ¼ 0:75 and 1.5, and

the inflow boundary is defined by the iso-velocity contour

q ¼ 0:5; corresponding to a subsonic inflow. A mixed

supersonic and subsonic outflow occurs at the lower

boundary. Although Ringleb’s flow involves only the gas-

phase it does provide a good test of the gasdynamic

portion of the solver and overall accuracy of the scheme.

The accuracy of the spatial discretization was assessed

by comparing the computed solution on a series of meshes

involving 100, 400, 1600 and 6400 cells to the analytic

solution. The L1- and L2-norms of the difference in the

solution densities were used as the measure of solution

accuracy and were taken to have the form

Lp ¼

P
jrij 2 rexactðxij; yijÞj

N

� �1=p

ð38Þ

where N is the total number of computational cells and rij

is the computed density at cell ði; jÞ: The exact density at a

point ðx; yÞ can be found by iteratively solving the

equation for the constant velocity lines,

x 2
J

2

� �2

þy2 ¼
1

4r2q4
ð39Þ

for the non-dimensional sound-speed c, from

which the non-dimensional density is computed by

equation (35). A sample mesh with 400 cells is shown in

figure 12(b). Reflection boundary conditions are applied at

the lateral boundaries and the exact solution is used at the

inflow and outflow boundaries. The left and right states for

the evaluation of the Riemann problem on the inflow and

outflow boundaries are determined from a characteristic

boundary condition with a specified static pressure based

on the exact solution at the Gauss point. The proposed

algorithm performs well for this test case. The L1- and

L2-norms of the solution error are plotted in figure 13. The

slopes of the L1- and L2-norms are 2.11 and 1.94,

respectively, indicating that the scheme is indeed second

order accurate.

Figure 12. Ringleb’s flow.
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4.2 Rocket motor results

Predicted SRM core flow results for a configuration

typical of the CRV-7 rocket system are now described to

further demonstrate the viability and capability of the

proposed scheme for multi-phase flows. The predicted

results are shown in figures 14–17 for a cylindrical grain

rocket motor with a 40 mm internal radius, a nozzle throat

radius of 10 mm, and an internal port radius of 14.5 mm.

Predicted results of the type shown in the figures have also

been validated quantitatively by comparing the two-

dimensional predictions with the experimentally validated

one-dimensional results obtained by Greatrix et al. (1987).

The overall agreement for the centre-line pressure and

Mach number is found to be very good. The propellant

grain consists of 97% AP-HPTB and 3% inert particles

by mass. The rocket motor, propellant and particle

characteristics are summarized in table 4.

The solution procedure involved integrating the

conservation equations to steady-state then refining

the mesh and computing again. This is repeated for five

mesh refinements. The initial mesh configuration is shown

in figure 6(a) and the subsequent refinements are given by

figure 6(b)–(f). All figures present the predictions for the

finest mesh unless otherwise noted.

The burning of the solid propellant leads to a head end

pressure in excess of 2.25 MPa, see figure 14, and produces

sonic flow conditions at the nozzle throat and supersonic

outflows in the rocket nozzle with Mach numbers

approaching 3.25 as shown in figure 15. The Mach numbers

and the gas-phase streamlines are depicted in figure 15 for

the initial and final meshes in the upper and lower portions

of the figures, respectively. Similarly, the particle-phase

concentration contours through the converging–diverging

nozzle are depicted in figure 16 for the initial and final

meshes in the upper and lower portions of the figures,

respectively. A comparison of the propellant gas and inert

particle axial velocity components is shown in figure 17.

This figure also depicts the gas and particle streamlines in

the upper and lower portions of the figures, respectively.

It is clear from figure 17 that the particle-phase velocity

lag relative to the gas-phase velocity after the rapid

acceleration through the nozzle is represented in this

figure. The particle streamlines show that the particles are

unable to expand in the nozzle due to their relative high

mass. As expected, a low speed recirculation zone is found

in the area following the propellant grain and before the

converging section of the nozzle. A consequence of this

recirculation, is the formation of an area of high particle

concentration near the junction between the propellant and

the rocket casing since the inert particles are pushed away

by the recirculation. This may be related to slag

production. A region of high particle concentration can

also be found at the upper wall of the converging section

of the nozzle. A similar result has been found by

Vuillot et al. (1997). However, this accumulation of

particles may be somewhat unphysical due to the equation

degeneracies and limitations of the particle-phase

Riemann solver discussed previously. Reflective boundary

conditions have been implemented at the upper boundary.

Due to the degeneracy of the Eulerian formulation, the

boundary condition instead behaves more like a slip

boundary, where the particles will just slide along the wall

until become entrained with the gas at the nozzle throat.

The high particle concentration zone found at the rocket

centre-line and the low concentration zone at the walls of

the diverging section of the nozzle are well predicted. The

improvement in the accuracy of the representation of the

low-speed recirculation zone and high particle concen-

tration regions due to the AMR scheme is evident from

figures 15 and 16.

Finally it should be noted that, even with the

regions of high particle concentration described above,

the maximum value for the core flow particle concen-

tration, sp, in this calculation was found to be about

0.35 kg/m3. For rp ¼ 2700 kg=m3; this gives a maximum

volume fraction for the particles of about 0.01% only,

providing strong support for the assumption that particle

volume effects are indeed negligible for this class of

rocket motor flows.

5. Concluding remarks

A parallel AMR scheme has been described for solving the

governing equations for multi-phase core flows in solid

propellant rocket motors (SRMs). The two-phase flow

Figure 13. L1- and L2-norms of the solution error for Ringleb’s flow as a
function of the number of computational cells, N.
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Figure 16. Predicted particle-phase concentration contours for a cylindrical grain rocket motor calculated on the initial grid (upper panel of figure) and
the grid after five mesh refinements (lower panel of figure).

Figure 17. Axial velocity component and streamlines for the propellant gas-phase (upper panel of the figure) and inert particle-phase (lower panel of
the figure) for a cylindrical grain rocket motor.

Figure 14. Predicted propellant gas pressure distribution for a cylindrical grain rocket motor.

Figure 15. Predicted propellant gas Mach number distribution and streamlines for a cylindrical grain rocket motor calculated on the initial grid (upper
panel of figure) and the grid after five mesh refinements (lower panel of figure).
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equations have been summarized and the degeneracy of

the Eulerian formulation has been identified. The

application of an upwind finite-volume discretization

procedure and a parallel block-based AMR strategy has

been shown to be a powerful tool for predicting SRM core

flows. The proposed mesh adjustment algorithm effec-

tively treats the combustion interface within the context of

the block-based AMR scheme without resorting to cut

and/or merged-cell approaches. The parallel implemen-

tation via domain decomposition can provide near-perfect

parallel performance with both the mesh adjustment and

AMR algorithms when good load balancing is achieved.

Good load balancing can be readily achieved in the

proposed method provided there are a sufficient number of

blocks assigned to each processor (i.e. for large scale

problems for which the algorithm has been designed).

Future work will include application of the level set

method to allow for a regressing burning surface as well as

extension to a viscous, turbulent core flow and the

implementation of a parallel multi-grid method to improve

the efficiency of the time integration procedure. Particle-

phase treatments involving multiple particle families for

coping with the degeneracy of the Eulerian formulation as

suggested by Saurel et al. (1994) will also be explored. This

numerical scheme will facilitate future investigations

involving the effects of spin rate, structural oscillations

(e.g. Greatrix (1999)), ignition dynamics (e.g. Greatrix et al.

(1988)) and more sophisticated burning models (e.g. King

(1979), Renie and Osborn (1983), Greatrix and Gottlieb

(1987), Brewster (2000) and Surzhikov et al. (2000)).
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