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Abstract The numerical prediction of continuum and non-equilibrium flows by using fully hyperbolic and
realizable mathematical descriptions that follow from moment closures of gas kinetic theory is reviewed. A
brief review is first given of some of the current capabilities and limitations of moment closures for predicting a
range of continuum and non-equilibrium flow. Next, an extended but hyperbolic Gaussian closure for diatomic
gases that does not account for heat-transfer effects, as well as a regularized version of this closure that incor-
porates anisotropic thermal-diffusion effects via the inclusion of higher order terms having an elliptic nature,
are both reviewed and applied to a number of canonical flow problems. The numerical results for the Gaussian
closures clearly demonstrate the capabilities and potential of moment closures and purely hyperbolic treat-
ments. Following these reviews, a somewhat novel hierarchy of physically realizable and hyperbolic moment
closures is considered and described. This alternative hierarchy is based on modifications to the more common
maximum-entropy hierarchies, so as to ensure the validity and integrability of the approximate distribution
function for all values of the velocity moments that are physically realizable. The predictive capabilities of this
new closure hierarchy are then explored by considering numerical solutions of the closures for a one-dimen-
sional kinetic equation with a relaxation-time collision operator and by comparing the closure solutions to
discrete numerical solutions of this simplified kinetic equation. The study concludes with a brief summary of
the findings and a discussion of the potential of the physically realizable and hyperbolic moment closures for
application to fully three-dimensional physics.

Keywords Gas kinetic theory · Moment closures · Physically realizable moments · Hyperbolic moment
equations

PACS 47.45.Ab · 47.61.Cb · 47.11.Df

1 Introduction

1.1 Non-equilibrium micro-scale flows and moment closures

Accurate and reliable numerical methods and mathematical descriptions are required for non-equilibrium
micro-scale flows, such as those encountered in the complex conduits of micro-electro-mechanical systems
(MEMS) and flows associated with chemical-vapor deposition (CVD) processes commonly encountered in the
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manufacturing of semiconductor devices [1,2]. In many instances, Knudsen numbers, K n, between 0.01 and
10 are possible for these flows, even at or above atmospheric pressures, and thermal non-equilibrium effects
can significantly influence momentum and heat transfer. Nevertheless, computationally tractable mathemat-
ical descriptions of non-equilibrium and/or rarefied gaseous flows still remain somewhat illusive. Particle-
simulation techniques, such as the direct-simulation Monte Carlo (DSMC) method of Bird [3], and techniques
based on the direct discretization of the kinetic equation, such as the approach proposed by Mieussens [4],
have been developed for the prediction of general non-equilibrium gaseous flows. However, for near-continuum
through to transitional-regime flows, the computational costs incurred by these techniques are considerable.
This is particularly true for flows with low Mach numbers and, in these situations, computational expense and
storage requirements have prohibited their widespread usage [5,6].

Moment closures offer an approach for handling transition-regime flows (0.01 ≤ K n ≤ 10) and seem
particularly well suited for the treatment of non-equilibrium micro-scale flows [7–10]. For high-speed flows,
such as those encountered in hypersonic re-entry to planetary atmospheres, the discontinuous nature (inviscid
jumps) provided by moment closures for the predicted internal structure of shocks may be somewhat unde-
sirable [9,11,12]; however, for subsonic and possibly even transonic micro-scale flows, moment closures may
offer advantages over other approaches. The computational costs associated with the solution of the partial dif-
ferential equations (PDEs) governing the time evolution of the moments representing macroscopic quantities
of interest in three-dimensional physical space is anticipated to be considerably less than those associated with
particle-simulation or direct-discretization solution methods, even for relatively high numbers of moments.
Moreover, when seeking solutions of the closures via numerical methods, the purely hyperbolic nature of the
resulting moment equations makes them particularly appealing. The hyperbolic moment equations involve
only first-order derivatives (this is in contrast to other transport equations that have an elliptic nature and
require the evaluation of second- and/or higher order derivatives) and are, therefore, very well suited to solu-
tion by the class of very successful Godunov-type finite-volume schemes, which make use of adaptive mesh
refinement (AMR) combined with treatments for embedded and moving boundaries and interfaces [13–18].
For hyperbolic systems, schemes of this type are robust, insensitive to irregularities in the computational
grids, minimize discretization errors, provide accurate resolution of discontinuities, and permit the systematic
application of physically realistic boundary conditions. When coupled with AMR, they permit treatment of
complex and evolving flow geometries and the resolution of highly disparate length scales while, at the same
time, optimizing the usage of computational resources. They also have narrow stencils, making them suitable
for implementation on massively parallel computer architectures [14–18].

Unfortunately, moment closures are not without their limitations. Although the original closure hierarchies
due to Grad [7] result in moment equations that are hyperbolic for near-equilibrium flows, these PDEs can
suffer from closure breakdown and loss of hyperbolicity, even for relatively small departures from equilibrium
conditions and for what are certainly physically realistic or realizable sets of macroscopic moments. Closure
breakdown in this case refers specifically to the invalidness of the moment closures for initial value problems
due to the loss of hyperbolicity. The term is also used herein more generally to refer to the failure and/or
invalidity of closures for reasons ranging from loss of hyperbolicity to non-integrability of the distribution
function. Moment realizability refers here to the existence of a positive semi-definite velocity distribution
function corresponding to the set of predicted velocity moments and is formally defined in Sect. 2.2.

The Grad closures are based on truncated polynomial series expansions for the velocity distribution func-
tion in terms of the well-known equilibrium Maxwellian distribution. They do not, therefore, enforce positivity
of this approximate solution for the non-equilibrium distribution function, and, for significant departures from
equilibrium, the regions of non-positivity of the distribution function in velocity space result in closure break-
down and non-hyperbolicity of the moment equations. More recently, Struchtrup and Torrilhon [10,19–21] have
proposed regularized variants of the Grad moment closure hierarchy based on a Chapman–Enskog expansion
technique applied directly to the moment equations. Although the regularized closures have proved to be quite
promising and result in smooth transitions for shocks (a desirable feature for high-speed applications, such as
re-entry flows), the resulting transport equations for the moments are of mixed type (i.e., the moment fluxes
are functions of the velocity moments and their derivatives) and formal hyperbolicity of the closures is lost.
As a consequence, the computational advantages of purely hyperbolic treatments discussed above are also lost
and one is faced with dealing with the challenges associated with the discretization of higher order derivatives
of the solution on irregular meshes, for which there can be serious trade-offs between accuracy and positivity
(related to the satisfaction of the maximum principal) of the spatial discretization operator [22,23]. Both accu-
rate and positive discretizations of the Laplacian operator can be difficult to achieve on computational mesh
having large variations in the sizes of adjacent cells as can typically occur in AMR techniques. Additionally,
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the regularization process does not avoid the issues associated with closure breakdown and non-realizability
of the predicted moments.

Alternative moment-closure techniques have been proposed based on the assumption that the approximate
form for the distribution function corresponds to that of the maximum-entropy distribution [8,9]. The maxi-
mum-entropy distribution is defined to be the distribution that maximizes the entropy subject to the constraint
that it be consistent with a given finite set of velocity moments. Non-negative values for the approximate form
of the distribution function can be assured through the judicious selection of closure moments. More impor-
tantly, moment closures obtained in this manner can be imbued with many desirable mathematical properties
including hyperbolicity, realizability of moments, and a definable entropy relation [8]. Based on these ideas,
Levermore [8] has proposed a hierarchy of maximum-entropy closures. The lowest order members of this hier-
archy are the Mawellian and Gaussian closures, both of which yield strictly hyperbolic moment equations and
physically realizable moments. Numerical solutions of the Gaussian closure using Godunov-type finite-volume
schemes have been considered by Brown et al. [11,12] and McDonald and Groth [14,24] and illustrate some
of the computational advantages of having a strictly hyperbolic and physically realizable treatment (further
evidence will be provided herein). Unfortunately, high-order members of Levermore hierarchy (those closures
containing super-quadratic velocity moments) do not remain valid for the full range of physically realizable
moments. As shown by Junk and co-workers [25–28], the entropy maximization problem is not guaranteed
to have a solution for all physically realizable velocity moments. This deleterious result is in fact true for
any high-order maximum-entropy closures and is particularly devastating as local equilibrium solutions can
be shown to lie on the boundary in moment space separating the valid region for the closure, in which the
entropy maximization problem can be solved, from the invalid region, in which a solution to the entropy max-
imization problem cannot be found [26]. Obviously, this situation is not tenable for practical computations of
non-equilibrium gaseous flows and has prevented the wider application of maximum-entropy-based moment
closures.

1.2 Scope of current study

This study is then concerned with the development of moment closures, which remain both physically realizable
and strictly hyperbolic for the full range of velocity moments. It is felt that closures with these mathematical
properties would be much more robust and reliable for practical applications. Following a brief overview of
moment-closure techniques, the potential of hyperbolic and realizable closures for describing both continuum
and non-equilibrium micro-scale flows is first demonstrated by reviewing the predictive capabilities of the
Gaussian closure (a low-order member of the Levermore hierarchy). In particular, an extended but hyperbolic
Gaussian closure for diatomic gases that does not account for heat-transfer effects, as well as a regularized
version of this closure that incorporates anisotropic thermal-diffusion effects via the inclusion of higher order
terms having an elliptic nature, are both reviewed and applied to a number of canonical flow problems. The
potential of moment closures and benefits of a purely hyperbolic treatment are demonstrated. Following this
review, a somewhat novel hierarchy of physically realizable and hyperbolic moment closures is considered and
described. This alternative hierarchy is based on modifications to the maximum-entropy hierarchy of Lever-
more so as to ensure the validity and integrability of the approximate distribution function for all values of the
velocity moments that are physically realizable. The predictive capabilities of this new closure hierarchy are
then explored by considering numerical solutions of the closures for a one-dimensional kinetic equation with
a relaxation-time collision operator and by comparing the closure solutions to discrete numerical solutions of
this simplified kinetic equation. The article concludes with a brief summary of the findings and a discussion
of the potential of the proposed physically realizable and hyperbolic moment closures for application to fully
three-dimensional physics.

2 Moment closures

2.1 Kinetic theory and Boltzmann equation

In order to effectively treat non-equilibrium flows, the particle nature of fluids must be considered. This is
accomplished in classical gas kinetic theory by adopting a statistical treatment. A probability density function,
F(�x, �v, t), is defined in six-dimensional phase space, which specifies the probability of finding particles at a
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given location, �x , and time, t , having a particular gas velocity, �v. Macroscopic moments or “observable” prop-
erties, M(�x, t), of the gas are then obtained by taking appropriate velocity moments of F , i.e., by integrating
the product of an appropriate velocity-dependent weight, V (�v), and the distribution function over all velocity
space:

M(�x, t) = 〈V (�v)F〉 =
∞∫

−∞

∞∫

−∞

∞∫

−∞
V (�v)F(�x, �v, t)d3v. (1)

For example ρ = m 〈F〉, ρ �u = m 〈�vF〉, and ��P = m 〈�c�cF〉. Here m is the mass of a particle, ρ the gas density,

�u the average or bulk velocity of the gas, �c = �v − �u the random velocity of the particles, and ��P the generalized

pressure dyad with ��P = ��I p − ��τ and p and ��τ the pressure and fluid stress dyad, respectively.
The time evolution of the velocity distribution function, F , is given by the Boltzmann equation [9,10,29,30].

This is an integro-differential equation given by

∂F
∂t

+ �v · �∇F = δF
δt

, (2)

where δF/δt , is the Boltzmann collision operator representing the time rate of change of the distribution func-
tion produced by inter-particle collisions. Transport equations governing the time evolution of the macroscopic
quantities can be derived by evaluating velocity moments of the Boltzmann equation. Given a set of N velocity
weights of interest, V(N ), given by

V(N ) = m[1, �v, �v�v, v2, . . .]T, (3)

and the corresponding moments, M(N ), with

M(N ) =
∞∫

−∞

∞∫

−∞

∞∫

−∞
V(N )F(�x, �v, t)d3v =

〈
V(N )F

〉
, (4)

evaluation of the corresponding velocity moments of the Boltzmann equation above leads to Maxwell’s equa-
tion of change for the moments, M(N ), given by

∂

∂t

(
M(N )

)
+ �∇ ·

〈
�v V(N )F

〉
=

〈
V(N ) δF

δt

〉
. (5)

The moment equations above can be seen to be a coupled first-order quasi-linear system of PDEs in clas-
sical weak conservation form (divergence form with sources and/or sinks) having relaxation (source) terms,〈
V(N )δF/δt

〉
, that represent the time rate of change of the velocity moments produced by particle collisions.

2.2 Realizability of velocity moments

For a given set of velocity moments, M(N ), realizability deals with the issue of whether or not the velocity
moments correspond to those of a physically plausible, positive semi-definite, phase-space distribution func-
tion. Although a finite set of velocity moments cannot be used to uniquely specify a distribution function and
multiple distributions can be defined, which share the same N moment densities, in assessing moment realiz-
ability, the question is asked whether a positive-valued distribution function can give rise to the given set of
moments. For a given set of velocity weights, V(N ) = m[1, �v, �v�v, v2, . . .]T, and moments, M(N ) = m

〈
V(N )F 〉

,
one can construct polynomials, P(N )(�v), with

P(N )(�v) = αTV(N ), (6)

where αT are the coefficients of the polynomial. For any positive-valued distribution, F , and polynomial, P(N ),
it is clearly a requirement that

〈
||P(N )(�v)||2F

〉
= αT

〈
V(N )

[
V(N )

]T
F

〉
α = αTH(N )α ≥ 0, (7)
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and thus the moments, M(N ), are realizable provided the real symmetric matrix, H(N ), given by

H(N ) =
〈
V(N )

[
V(N )

]T
F

〉
, (8)

is positive definite. For situations in which H(N ) is non-positive definite, it follows that the velocity moments
are not consistent with any possible positive-valued distribution function and, hence, are not physically realiz-
able. The preceding analysis for moment realizability follows from the early work of Hamburger [31,32] and
is closely related to the now classical Hamburger moment problem.

2.3 Grad closure hierarchy

The problem of closure can be seen by returning to the moment equations of Eq. (5). It is quite apparent that
the time evolution of the moments, M(N ), is dependent on the divergence of the moment fluxes,

〈�v V(N )F 〉
.

The latter includes moments of one higher order in terms of the velocity, �v. Consequently, the time evolution
of every moment is dependent on a moment of one higher order in �v and, in general, an infinite number of
moment equations is required to fully describe the evolution of any given macroscopic flow quantity. Solution
of this infinite system is equivalent to solving Eq. (2).

One technique for obtaining a closed system of moment equations and thereby arriving at an approximate
solution for the Boltzmann equation is to restrict the distribution function to some assumed form [7]. Restrict-
ing the form of the distribution function has the effect of restricting the value of higher order velocity moments
to be functions of lower order moments, thus providing a closing relationship. Perhaps, the most well-known
assumed form for the distribution function is the Grad-type polynomial series expansions having the form [7]

F (N ) = M
[
1 + P(N )(�c)

]
=

[
1 + αTC(N )

]
, (9)

where the expansion is performed about the equilibrium solution or Maxwellian distribution function, M,
given by

M = ρ

m (2πp/ρ)3/2 exp

(
−1

2

ρc2

p

)
, (10)

and P(N )(�c) = αTC(N ) for which C(N ) are the finite set of velocity weights of interest in terms of the random
particle velocity. The N random-velocity moments of interest satisfy

M(N )(C(N )) =
〈
C(N )F (N )

〉
, (11)

and α are the coefficients of the expansion. They may be related to the velocity moments by satisfying the
conditions imposed on the expansion for F (N ) given by Eq. (11). In the original work of Grad [7], both 13-
and 20-moment closures were considered with

N = 13, C(13) = [1, ci , ci c j , ci c
2/2]T, M(13) = [ρ, ρui , Pi j , qi ]T, (12)

and

N = 20, C(20) = [1, ci , ci c j , ci c j ck]T, M(20) = [ρ, ρui , Pi j , Qi jk]T, (13)

respectively, where qi and Qi jk are the heat-flux vector and generalized heat-flux tensor. Extensions to many
more moments has since been considered by other researchers [9,10]. It is generally assumed that the inclusion
of more moments in a closure leads to a greater possibility that the resulting approximate distribution can more
closely approximate general non-equilibrium behaviour.

Although Grad-type expansions result in a closed set of hyperbolic transport equations for a finite set
of velocity moments, the assumed distribution function can in many cases be non-physical. It is possible
for Eq. (9) to yield negative probabilities for some values of the particle velocity. This is particularly true
in the tails of the distribution function for large random velocities. More significantly, this non-positivity of
the approximate form for the distribution function can result in closure breakdown and non-hyperbolicity of the
moment equations for physically realizable moments not too far removed from near equilibrium conditions. As
a consequence, the moment equations become ill-posed for initial-value problems, a property that is obviously
highly undesirable.
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2.4 Levermore maximum-entropy closure hierarchy

An alternate technique for selecting an assumed form for the distribution function is to choose the function
which maximizes the entropy for a given finite set of moments [8–10]. This technique yields distribution
functions of the form

F (N ) = exp
(
P(N )(�c)

)
= exp

(
αTC(N )

)
, (14)

where again C(N ) are the finite set of velocity weights of interest corresponding to the moments M(N ) =〈
C(N )F (N )

〉
, and α is a vector of closure coefficients which depend on the local macroscopic quantities, M(N ).

Unlike the series expansions of Grad, which can be viewed as perturbative expansions about the Maxwell-
ian, this exponential form for the distribution function is non-perturbative and strictly positive-valued while
remaining finite even as |�c| → ∞ through the careful selection of the vector of velocity weights, C(N ).

Levermore [8] has proposed a hierarchy of maximum-entropy closures with many desirable mathematical
properties, including a positive-valued distribution function, hyperbolic moments equations, realizability of
predicted moments, and a definable entropy relation. The Levermore hierarchy included 5-, 10-, 14-, 21-, 26-,
and 35-moment closures with

N = 5, C(5) = m[1, ci , c2/2]T, M(5) = [ρ, ρui , p]T, (15)

N = 10, C(10) = m[1, ci , ci c j ]T, M(10) = [ρ, ρui , Pi j ]T, (16)

N = 14, C(14) = m[1, ci , ci c j , ci c2/2, c4/15]T, M(14) = [ρ, ρui , Pi j , qi , r ]T, (17)

N = 21, C(21) = m[1, ci , ci c j , ci c j ck, c4/15]T, M(21) = [ρ, ρui , Pi j , Qi jk, r ]T, (18)

N = 26, C(26) = m[1, ci , ci c j , ci c j ck, ci c j c2]T, M(26) = [ρ, ρui , Pi j , Qi jk, ri j ]T, (19)

N = 35, C(35) = m[1, ci , ci c j , ci c j ck, ci c j ckcl ]T, M(35) = [ρ, ρui , Pi j , Qi jk, Ri jkl ]T, (20)

where Ri jkl = m
〈
ci c j ckclF

〉
is the generalized fourth-order velocity moment tensor, ri j = Ri jkk , and r =

Riikk/15. Provided that the maximum entropy distribution of Eq. (14) is definable, Levermore [8] has demon-
strated the hyperbolicity of the resulting moment equations. By defining the density and flux potentials, h(α)

and �f (α) given by

h(α) =
〈
eαTV(N )

〉
, �f (α) =

〈
�veαTV(N )

〉
, (21)

the closure moments and moment fluxes can be expressed simply as

hα = ∂h

∂α
=

〈
V(N )eαTV(N )

〉
, �fα = ∂ �f

∂α
=

〈
�v V(N )eαTV(N )

〉
(22)

and the moment equations of Eq. (5) can then be written as

∂

∂t
(hα) + �∇ · �fα =

〈
V(N ) δF

δt

〉
= R(α), (23)

where R(α) = 〈
V(N )δF/δt

〉
is the source term associated with collisional processes. The terms hα and �fα can

be differentiated again to give

hαα =
〈
V(N )

[
V(N )

]T
eαTV(N )

〉
, �fαα =

〈
�v V(N )

[
V(N )

]T
eαTV(N )

〉
, (24)

and the moment equations above can be re-expressed as

hαα

∂α

∂t
+ �fαα · �∇α = R(α). (25)

Equation (25) describes the time evolution and transport of the closure coefficients, α, for the maximum-
entropy distribution. Hyperbolicity of this system is assured by the symmetry of �fαα and symmetric positive
definiteness of hαα . Note that for any weighting coefficients, w,

wThααw =
〈
wTV(N )

[
V(N )

]T
w eαTV(N )

〉
≥ 0 (26)
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and hence hαα is both symmetric and positive definite. The transport equations of Eq. (25) are in the form of
a Godunov symmetric hyperbolic system [33] and this form can be shown to be equivalent to the classical
Friedrichs–Lax form for hyperbolic systems [8,34].

As first noted by Godunov [33], symmetric hyperbolic systems of the form given in Eq. (25) can be shown to
satisfy an additional scalar entropy balance or dissipation law. Multiplication of Eq. (25) by αT and subsequent
manipulation leads to

∂

∂t

(
αThα − h

) + �∇ ·
(
αT �fα − �f

)
= αTR(α). (27)

Defining the entropy function, s(M(N )), to be Legendre transform of the density potential, h(α), given by

s(M(N )) + h(α) = αTM(N ) = αThα, (28)

and the entropy flux to be Legendre transform of flux potential, �f (α), such that

�j(M(N )) + �f (α) = αT �fα, (29)

then a dissipative entropy balance equation for s(M(N )) can be obtained from Eq. (27) and written as

∂s

∂t
+ �∇ · �j = αTR(α) = sT

MR(sM), (30)

where sM = ∂s/∂M = α.

2.5 Maximum-entropy distribution

The proof of hyperbolicity and the definition of a dissipative entropy given above are rather elegant and estab-
lish a great deal of promise for maximum-entropy moment closures. Nevertheless, the results are predicated
on the existence of a maximum-entropy distribution of the form given in Eq. (14), for all physically realizable
moments. The distribution function of Eq. (14) is the form that maximizes the physical entropy of the system
for a given finite set of N moments, M(N ). This maximization process is equivalent to the minimization of the
closure entropy, s(M(N )), defined in Eq. (28) above and often termed the mathematical entropy. Although the
maximum-entropy closures could be equally referred to as “minimum-entropy” closures, as they formally cor-
respond to the distribution function having the minimum mathematical entropy for a given set of moments, the
more commonly used term “maximum-entropy” is applied herein in reference to the closures’ maximization
of physical entropy.

Given the values of the moments, M(N ), the entropy, s(M(N )), and closure coefficients, α, can be determined
via the solution of the minimization problem given by

s(M(N )) = − min
α

[
h(α) − αTM(N )

]
. (31)

where h(α) is differentiable, the solution of this minimization problem satisfies

∂

∂α

[
h(α) − αTM(N )

]
= 0 (32)

yielding

M(N ) = hα =
〈
V(N )eαTV(N )

〉
. (33)

This solution has a mathematical entropy minimum for the given set of moments. The minimization problem
above can be used to define a numerical approach for relating α and M(N ) in situations for which explicit
analytical expressions relating the coefficients to the predicted moments are not possible.

The N = 5 and N = 10 lower order closures of the Levermore hierarchy correspond to the Maxwellian
and Gaussian closures. In these cases, closed-formed analytical expression relating the closure coefficients,
α, to the predicted moments, M(N ), can be found and maximum-entropy distributions can be defined for
the full range of physically realizable moments. Strict hyperbolicity of the moment equations is also assured
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for all realizable moments. For the Maxwellian model, the approximate distribution function is equal to the
equilibrium of Maxwellian distribution function, M, defined in Eq. (10) above (i.e., F (5) = M) and, for the
Gaussian model, the distribution function takes the form

F (10) = G = ρ

m(2π)3/2(det Θ)1/2 e

(
− 1

2 Θ−1
i j ci c j

)
, (34)

where Θi j = Pi j/ρ is an anisotropic “temperature” tensor. The Gaussian distribution appears to have been first
derived in early work by Maxwell [35] and then re-discovered in subsequent but independent research by both
Schlüter [36,37] and Holway [38–41]. It may be regarded as a generalization of the bi- and tri-Maxwellian
velocity distribution functions with a form that does not require the identification of the planes of principal
stress. This approximate non-equilibrium distribution possesses a Gaussian-like distribution in each of the
principal strain axes. Physically, it corresponds to a non-equilibrium condition with a different temperature in
each direction.

One potential stumbling block to practical application arises for all closures in the Levermore hierarchy
beyond the the Maxwellian and Gaussian systems: a numerical approach is required to relate moments and
coefficients of expansion as explicit analytical expressions are not achievable. This can significantly increase
the computational costs of carrying out a computation using the high-order maximum-entropy moment clo-
sures. However, a much more severe problem also appears for all closures beyond the Maxwellian and Gaussian
systems. As stated above, all of the desirable mathematical properties of the maximum-entropy closures assume
that a maximum-entropy distribution function for the selected set of velocity moments always exists; this is not
the case. Junk has shown that for any moment system based on moments, which correspond to super-quadratic
polynomial weight functions, there are physically realizable combinations of the macroscopic moments for
which a maximum-entropy distribution function is not valid and cannot be found [25–28]. Moreover, moment
states describing local thermodynamic equilibrium always lie on the boundaries separating regions in moment
space in which a maximum-entropy distribution function exists and is definable and those regions for which
the maximum-entropy distribution cannot be found [26]. The latter correspond to regions in which h(α) is no
longer differentiable, and therefore, the solution of the entropy minimization problem given by Eq. (32) does
not exist. For this reason, there are near-equilibrium regions in moment space for which the higher order mem-
bers of the Levermore maximum-entropy closures will become ill-posed or undefined. This is not a desirable
feature for practical computations of non-equilibrium flows and it has prevented the wider application of the
closures.

3 Gaussian moment closure

In spite of the evident limitations of the higher order members of the Levermore maximum-entropy hierarchy,
the lowest order non-equilibrium solution, the Gaussian closure, is a physically realizable and hyperbolic
moment closure. The potential of closures of this type for efficiently and accurately predicting both continuum
and non-equilibrium flows is now demonstrated by considering the application of the Gaussian closure to a
number of flow problems. In what follows, an extension of the Gaussian closure for diatomic gases is first
described. This is followed by a discussion of a regularized form of the Gaussian closure that incorporates
the effects of anisotropic heat flux. An arbitrary-Lagrangian–Eulerian (ALE) parallel finite-volume scheme
with AMR and Riemann-solver-based numerical flux function is then described for solving the moment equa-
tions arising from these closures on multi-block meshes with embedded and possibly moving boundaries.
Finally, the application of the closures to various continuum and non-equilibrium flow problems is exam-
ined.

3.1 Gaussian closure for monatomic and diatomic gases

For a monatomic gas, substitution of the distribution function of Eq. (34) into Maxwell’s equation of change
given in Eq. (5) leads to the following set of ten hyperbolic moment equations describing the transport of the
quantities ρ, ρui , and Pi j [14,18,24]:
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∂
∂t (ρ) + ∂

∂xk
(ρuk) = 0, (35)

∂
∂t (ρui ) + ∂

∂xk
(ρui uk + Pik) = 0, (36)

∂
∂t

(
ρui u j + Pi j

) + ∂
∂xk

(
ρui u j uk + ui Pjk + u j Pik + uk Pi j

) = − 1
τ

(
Pi j − δi j

3 Pkk

)
, (37)

where here the so-called relaxation-time or BGK approximation for the collision operator has been introduced
in order to evaluate the collision terms [42] and τ is the relaxation or collision time.

The preceding equations are valid for a monatomic gas having no internal degrees of freedom or energy
modes. A modification to the Gaussian closure is required to account for the additional internal energy that
is associated with the extra internal degrees of freedom of diatomic molecules. Such an extension has been
previously proposed by Hittinger [43] and was subsequently re-considered by McDonald and Groth [14]. This
extension assumes that the Gaussian distribution function for a diatomic gas, GD, takes the form

GD = n2 I

(2π)5/2(det Θ)1/2 p

( T

Tr

)
exp

(
−1

2
Θ−1

i j ci c j

)
exp

(
−1

2
Rαβωαωβ

)
, (38)

where ω is the angular velocity of the molecule, I the moment of inertia of the molecule, p the usual thermo-
dynamic pressure, T the temperature of the gas, Tr the rotational temperature, and Rαβ = (nI/p)(T/Tr)δαβ .
The extended closure then introduces an additional transport equation for internal rotational energy and makes
use of a two-time-scale relaxation-time collision operator to model inter-particle collisions. The latter allows
different relaxation times for the translational and rotational energy modes and approximate expressions are
used to relate the relaxation times to the gas viscosity. The extension of the Gaussian closure for a diatomic
gas results in the following moment equations:

∂
∂t (ρ) + ∂

∂xk
(ρuk) = 0, (39)

∂
∂t (ρui ) + ∂

∂xk
(ρui uk + Pik) = 0, (40)

∂
∂t

(
ρui u j + Pi j

) + ∂
∂xk

(
ρui u j uk + ui Pjk + u j Pik + uk Pi j

)
(41)

= − 1
τt

(
Pi j − δi j

3 Pkk

)
− 1

15τr
(2Pkk − 3Er) δi j ,

∂
∂t (Er) + ∂

∂xk
(uk Er) = − 1

5τr
(3Er − Pkk) , (42)

where Er is the energy of the rotational modes and τt and τr are the relaxation times associated with translational
and rotational degrees of freedom, respectively.

3.2 Regularized Gaussian closure

For the Gaussian closure, the heat-flux tensor, Qi jk , is zero by construction. This feature is one of the major
shortfalls of the closure and makes it inappropriate for use in situations where the heat flux plays a significant
role. McDonald and Groth [44] have recently considered a regularization of the Gaussian closure so as to
re-introduce the effects of heat transfer. The regularization procedure is based on Chapman–Enskog expansion
technique that can be applied to either the moment equations or the kinetic equation using the Gaussian distri-
bution as the “base” distribution. When applied to the moment equations, the derivation follows the technique
used by Struchtrup and Torrilhon in the regularization of the 13-moment equations [19]. The ellipsoidal-sta-
tistical collision operator proposed by Holway [40] is used in regularization analysis to represent inter-particle
collision processes and ensure the correct values for fluid viscosity and thermal conductivity, and hence Prandtl
number, Pr , in the continuum limit.

For the regularization of the Gaussian closure via a Chapman–Enskog perturbative expansion technique
applied directly to the moment equations, it is first convenient to define the deviation of the fourth random-
velocity moment from the corresponding fourth moment of the Gaussian distribution as

Ki jkl = m
〈
ci c j ckclF

〉 − m
〈
ci c j ckclG

〉 = m
〈
ci c j ckclF

〉 − 1

ρ

[
Pi j Pkl + Pik Pjl + Pil Pjk

]
. (43)
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A smallness parameter, ε, is then formally introduced and the scaled forms of generalized heat-flux tensor and
deviatoric fourth-moment tensor in the general non-equilibrium case are expressed as perturbative expansions
about the corresponding values predicted by the base Gaussian closure as follows:

Qi jk = Q(G)
i jk + εQ(1)

i jk + ε2 Q(2)
i jk + ε3 Q(3)

i jk + · · · , (44)

and

Ki jkl = K (G)
i jkl + εK (1)

i jkl + ε2 K (2)
i jkl + ε3 K (3)

i jkl + · · · . (45)

Here, the superscript (G) denotes the value predicted by the Gaussian distribution and the superscript (n)
denotes the n-th order correction to this value. A similar procedure is adopted for the regularization of the
Gaussian closure via a Chapman–Enskog expansion applied to the phase-space distribution function. In this
case, the scaled form of the perturbative expansion for the distribution is

F = G
(

g(G) + εg(1) + ε2g(2) + ε3g(3) + · · ·
)

. (46)

To zeroth-order, it is straightforward to show that Q(G)
i jk = 0 and g(G) = 1. If the Chapman–Enskog procedure

is carried out to first-order, the following unscaled correction to the heat-flux tensor is obtained:

Q(1)
i jk =

〈
mci c j ck g(1)G

〉
= − τ

Pr

[
Pkl

∂

∂xl

(
Pi j

ρ

)
+ Pjl

∂

∂xl

(
Pik

ρ

)
+ Pil

∂

∂xl

(
Pjk

ρ

)]
. (47)

In this anisotropic representation of thermal diffusion processes, the generalized heat-flux tensor is expressed
in terms of the gradient of the pressure tensor and the coefficient of thermal conductivity is an anisotropic
function of this same pressure tensor. The term would seem to represent a very natural anisotropic extension
of Fourier’s law and can be readily added to the Gaussian moment equations to incorporate the influences of
non-equilibrium thermal transport.

It should be recognized that the addition of the expression for the generalized heat-flux tensor of Eq. (47) to
the moment equations of the Gaussian closure spoils the hyperbolicity of the PDEs. Non-equilibrium thermal
transport in this case is represented in terms of the gradient of other macroscopic quantities and this intro-
duces an elliptic nature to the moment equations. Although the primary objective here is to explore hyperbolic
descriptions of non-equilibrium gaseous flow behavior, this correction to the Gaussian closure following from
the regularization procedure is useful in accessing the relative importance of the non-equilibrium thermal trans-
port for the flows considered herein. It may also prove to be a rather inexpensive way of incorporating these
effects into the Gaussian closure and arriving at a rather practical extended fluid-dynamics tool for representing
anisotropic non-equilibrium transport phenomena.

3.3 Boundary conditions for solid walls

Appropriate solid-wall boundary conditions for the standard and regularized Gaussian closure have been devel-
oped by McDonald and Groth [14,44] using a Knudsen-layer analysis similar to that proposed by Grad [7].
The analysis allows for velocity slip directly and can account for temperature slip, in the case of the regularized
closure, using standard temperature-slip boundary conditions developed in previous work [45]. These bound-
ary conditions for the Gaussian closure at solid surfaces are used for obtaining all of the numerical solutions
described herein. Please refer to the articles by McDonald and Groth [14,44] for further details. Additional
analysis of solid-wall boundary conditions for the Gaussian closure is given in the recent article by Khieu et al.
[46].

3.4 Godunov-type finite-volume scheme

A Godunov-type, ALE, parallel, upwind, finite-volume scheme with solution-directed block-based AMR and
a treatment for embedded and possibly moving boundaries is proposed here for the numerical solution of the
weak conservation form of the moment equations arising from the Gaussian-based closures described above
(Gaussian closure for diatomic gases and the regularized Gaussian closure with heat transfer). Two-dimensional
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flows are considered and the proposed solution algorithm is implemented on multi-block body-fitted quadrilat-
eral meshes. An efficient and highly scalable parallel implementation is achieved via domain decomposition.
The ALE treatment is used to deal with moving boundaries. Key aspects of the parallel AMR finite-volume
scheme for embedded and moving boundaries are now described. For purely hyperbolic PDEs, the combination
of Godunov-type finite-volume scheme with both the AMR and embedded mesh algorithms has been shown
to produce both accurate and robust discretizations, even on highly irregular mesh having cut cells and/or large
variations in the sizes of adjacent cells [16,17,22,23].

3.4.1 Spatial- and temporal-discretization procedures

The moment equations of the extended form of the Gaussian closure for diatomic gases and the regularized
Gaussian closure can be expressed in the following weak conservation form

∂U
∂t

+ �∇ · �F = ∂U
∂t

+ �∇ · �FH(U) + �∇ · �FE(U, �∇U) = S (48)

where U is the vector of conserved moments, �F the moment flux dyad which can in general consist of a hyper-
bolic component, �FH(U), and an elliptic component, �FE(U, �∇U), and S the vector of source terms representing
the collisional processes. A Godunov-type upwind finite-volume spatial discretization procedure in conjunc-
tion with limited linear solution reconstruction and Riemann-solver based flux function are used to solve the
preceding equations on two-dimensional multi-block domains composed of quadrilateral computational cells.
The semi-discrete form of this finite-volume formulation applied to cell (i, j) is given by

dUi, j

dt
= − 1

Ai, j

∑
k

[(�F − �wU
)

· �n ��
]

i, j,k
−

(
U
A

dA

dt

)
i, j

+ Si, j , (49)

where Ui, j is the average solution in cell (i, j), Ai j the area of the cell, and �w, �n, and �� the velocity of, unit
normal to, and length of the kth cell face or edge, respectively. The term on the right-hand side of this equation
containing the term dA/dt corresponds to the time rate of change of the cell area. This term is approximated
by the geometric conservation law, which states that the change in cell area is equal to the area swept by the
moving surfaces [47]. The hyperbolic component of the numerical fluxes at the faces, k, for each cell are
determined from the solution of a Riemann problem. Given left and right solution states, Ul and Ur, at each
cell interface, the numerical flux is given by

�FH · �n = F(Ul, Ur, �n), (50)

where the numerical flux F is evaluated by solving a Riemann problem in a direction defined by the normal
to the face with initial data Ul and Ur. The left and right solution states are determined via a least-squares
piece-wise limited linear solution reconstruction procedure in conjunction with the slope limiter of Venkata-
krishnan [48,49]. Roe’s approximate Riemann solver [50] is used to solve the Riemann problem and evaluate
the numerical flux. A suitable Roe linearization of the flux Jacobian of the Gaussian closure for monatomic
gases has been determined by Brown et al. [11,12] and a similar linearization has been developed by Hittinger
[43] for the diatomic case. Elliptic fluxes, �FE, arising from anisotropic thermal-diffusion terms of the regu-
larized Gaussian closure are evaluated using a diamond-path reconstruction technique [16,17,22,23]. Finally,
the ordinary differential equations of Eq. (49) are integrated forward in time using a second-order-accurate
point-implicit predictor–corrector time-marching scheme [14]. In the point-implicit treatment, the hyperbolic
and elliptic fluxes are integrated explicitly and the collisional source terms are dealt with implicitly.

3.4.2 Adaptive mesh refinement and parallel implementation

The solution of the moment equations by the finite-volume method outlined above provides area-averaged
solution quantities within quadrilateral computational cells and these cells are embedded in structured body-
fitted mesh blocks consisting of Ncells = Ni × N j cells, where Ni and N j are even, but not necessarily equal,
integers representing the number of cells in each logical coordinate direction of the block. Refer to Fig. 1. Mesh
adaptation is accomplished by the dividing and coarsening of appropriate solution blocks. The refinement of
the mesh is directed by physics-based refinement criteria as well as by other geometrical criteria related to the
needs of accurately resolving embedded/moving boundaries. The AMR algorithm first flags blocks for either
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Ghost cells

Fig. 1 Multi-block body-fitted quadrilateral mesh of block-based AMR algorithm illustrating the layers of overlapping ghost
cells used to facilitate inter-block communication

refinement or coarsening based on situation-dependent criteria and thresholds. Blocks flagged for refinement
are subdivided into four “child” blocks, each of which has the same number of cells in each direction, as did the
“parent” block, thus doubling the mesh resolution. If all four “child” blocks of one “parent” are later flagged
for coarsening, the process can be reversed. Note, however, that no area of the mesh can be made coarser than
it was originally and neighboring blocks are restricted to have a difference in refinement of at most one level.
Standard restriction and prolongation operators are used to evaluate the solution on all blocks created by the
coarsening and division processes, respectively.

A hierarchical quadtree data structure is use to keep track of the connectivity between solution blocks, an
example of which can be seen in Fig. 2. Solution information is shared between adjacent blocks through the
use of “ghost” or “halo” cells. Again refer back to Fig. 1. The flux conservation properties of the finite-volume
scheme are preserved across block interfaces by using the interface fluxes computed on more refined blocks
to correct the interface fluxes computed on coarser neighboring blocks. A primary advantage of the quadtree
data structure is that it readily permits local mesh refinement. Local modifications to the multi-block mesh can
be performed without re-gridding the entire mesh and re-calculating all solution block connectivity.

By design, the multi-block body-fitted AMR scheme is well suited to parallel implementation on dis-
tributed-memory multi-processor architectures via domain decomposition where solution blocks are simply
distributed equally among the available processors, with more than one block permitted on each processor.
Due to the similar nature of the solution blocks, an efficient decomposition can be readily achieved leading to
high parallel efficiency and scalability. Parallel implementation of the block-based AMR scheme has been car-
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Fig. 2 Schematic diagram illustrating quadtree data structure and the corresponding block-based refinement for a body-fitted
mesh showing solution blocks at four different levels of refinement
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Fig. 3 Illustration of steps taken during application of mesh adjustment algorithm: a initial mesh and embedded boundary (thick
line), b result of primary adjustment, c result of secondary adjustment (dashed lines indicate inactive cells), and d preservation
of (i, j)-indexing on final adjusted mesh

ried out using the MPI (message passing interface) library. Message passing of solution information between
processors is largely limited to the asynchronous communication of ghost-cell solution values.

3.4.3 Embedded-mesh algorithm

Implementation of the preceding finite-volume AMR scheme with the mesh-adjustment scheme proposed
recently by Sachdev and Groth [16,17] has also been carried out. This mesh-adjustment scheme provides an
automated treatment for fixed and moving, non-grid-aligned boundaries embedded in a body-fitted, multi-
block mesh. By making only local alterations to the grid, this scheme enables the solution of unsteady flows
involving moving boundaries or for steady flow problems involving stationary boundaries that are not neces-
sarily aligned with the mesh, while preserving the structured nature of the blocks and avoiding the creation
of small cut cells that are often generated by traditional cut-cell approaches. These features of the embedded
mesh algorithm are illustrated in Fig. 3. The ratio of the smallest to largest neighbor cell areas produced by
the proposed embedded boundary treatment has been found to be not less than about 0.2–0.25. In addition,
the mesh adjustment algorithm is fully compatible with block-based AMR and parallel implementation via
domain decomposition used in the finite-volume solution scheme described above.

The present implementation allows for moving embedded boundaries whose motion can be prescribed
either explicitly or through a level-set method [51,52]. Boundary locations are computed at each time step
and the mesh is readjusted. To avoid excessive tangling, the mesh is first returned to an unadjusted state and
then readjusted. Cells near the boundary will, therefore, change shape and previously active cells may become
inactive, or vice versa. The solution content in these cells is redistributed as described in the articles by Sachdev
and Groth [16,17].

3.5 Numerical results

The application of the Gaussian closures to several canonical flow problems is now discussed. Results for both
near equilibrium and general non-equilibrium flows are considered. Further examples of the application of the
Gaussian closure to other similar flow problems are described by McDonald and Groth [14,44]. For all of the
cases considered below, values for the mean free path, λ, used to define the Knudsen number were determined
using the expression for hard sphere collisional processes given by Bird [3].

3.5.1 Subsonic laminar Couette flow

The first case considered is planar subsonic Couette flow between two oppositely moving infinite plates
[53]. Figure 4 shows both the predicted normalized flow velocity, u/U and the normalized shear stress,
τxy/ρU

√
2kT/πm, for the case of Couette flow between two plates moving in opposite directions at velocity

U = 30 m/s with monatomic argon as the working gas at a temperature of T = 293 K. It can be seen that
the Gaussian closure correctly captures both the continuum and free-molecular solution behavior well. What
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Fig. 4 Predicted values of a the normalized flow velocity at the wall and b the normalized shear stress as a function of Knudsen
number for planar subsonic Couette flow of argon between parallel diffusively reflecting walls; U = 30 m/s, T = 293 K. The
numerical results for Gaussian closure are compared to analytic solutions based on continuum (Navier–Stokes) and free-molecular
flow models, as well as an approximation due to Lees [53]

is more, it transitions from one to the other in excellent agreement with an the approximate analytical solu-
tion developed by Lees [53]. Although the good agreement in this case is more a validation of the solid-wall
boundary conditions than the moment closure itself, it certainly demonstrates the promise of the moment
closures.

3.5.2 Subsonic laminar flow past a circular cylinder

The next case considered herein pertains to subsonic flow of air past a circular cylinder. The key influences of
Knudsen number on the flow-field characteristics are first demonstrated by comparing the predicted solutions
of the Gaussian closure for a diatomic gas for subsonic flow past a cylinder for two different Knudsen numbers
but with a fixed speed ratio of S = 0.027. The speed ratio is the ratio of the bulk speed to the most probable
random speed of a particle. Results for K n = 10−3 and K n = 1 are given in Fig. 5. The figure shows that
there are marked differences in the structure of the predicted continuum and non-equilibrium solutions. At a
Knudsen number of 10−3, the velocity slip at the wall is negligible. The flow is clearly separated and there is a
significant region of recirculation downstream of the cylinder. For a Knudsen number approaching unity, there
is now appreciable velocity slip and the flow remains attached. There is also far greater symmetry between the
upstream and downstream solutions of the Gaussian closure in this case.

There is a reasonably large quantity of data and theory results available in the literature for steady subsonic
laminar flow past a circular cylinder. In particular, the coefficient of drag, Cd, is available for continuum,
transitional, and free-molecular flow regimes. Figure 6 shows a comparison of experimental data collected by
Coudeville and co-workers [54] with an approximate solution developed by Patterson [55], and solutions from
the diatomic Gaussian closure for flow of air past a cylinder at two different speed ratios. The comparisons
of Fig. 6 show that the Gaussian solutions are in very good agreement with the experimental results for the
continuum regime and the transition regime. However, as the free-molecular regime is approached (K n > 1),
the numerical predictions of the drag coefficient provided by the Gaussian closure are somewhat high.

Before continuing, the capability of the mesh refinement scheme to resolve time-dependent flow situations
with evolving regions of interest can be demonstrated through the prediction of von Kármán vortex shedding
for the circular cylinder flow. Figure 7a shows density contours as predicted by the Gaussian moment clo-
sure for continuum flow of air with freestream Mach and Reynolds numbers of M = 0.2 and Re = 100,
respectively. A section of the adaptive-mesh-refinement grid is shown in Fig. 7b. It can be seen that the AMR
algorithm efficiently clusters cells in regions of high vorticity and effectively resolves the vortices being shed
downstream of the cylinder. The computed Strouhal number for this case is 0.157, which agrees well with an
experimental measurement of 0.164 by Williamson [56] and another computational result of 0.16 by Braza
et al. [57].
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Fig. 5 Predicted distributions of the x-direction velocity component for subsonic laminar flow of air past a circular cylinder at a
speed ratio S = 0.027 obtained using the Gaussian closure for two different values of the Knudsen number: a K n = 10−3; and
b K n = 1
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Fig. 6 Coefficient of drag, Cd, for subsonic laminar flow of air past a circular cylinder at two different speed ratios, S = 0.027
and S = 0.107, respectively. The predicted drag coefficient obtained using the Gaussian closure are compared to the experimental
results of Coudeville et al. [54] and the approximate solution due to Patterson [55]

3.5.3 Subsonic laminar flow past an embedded flat plate

As discussed previously, the hyperbolic nature of the Gaussian moment equations makes them insensitive to
grid irregularities. This can be demonstrated by considering subsonic boundary-layer flow of air past a flat
plate which has been embedded in an aligned and unaligned mesh. For this situation, the freestream Mach and
Reynolds numbers were M = 0.2 and Re = 2000, respectively, and the Knudsen number was 1.5 × 10−4,
which indicates that the flow is laminar and in the continuum regime. Two computational meshes are consid-
ered: one aligned with, or at 0◦ to, the plate and a second mesh at 30◦ to the plate. A section of the mesh with
the plate at 30◦ is shown in Fig. 8a.

Numerical predictions of the friction coefficient, Cf , are shown in Fig. 8b. In the figure, comparisons are
made to the classical, incompressible-flow, boundary-layer results of Blasius [58]. It can be seen that there
is good agreement between the computed results using the Gaussian closure and the Blasius solution. Fur-
thermore, there are no oscillations present in the predicted skin friction coefficients, even when the flat plate
intersects the grid at an angle. Such oscillations are often generated when solving PDEs on irregular meshes
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Fig. 7 Prediction of unsteady vortex shedding for laminar subsonic continuum flow of air past a circular cylinder with freestream
Mach and Reynolds numbers of M = 0.2 and Re = 100, respectively showing: a the predicted distribution of flow density
obtained using the Gaussian closure; and b the AMR grid used in performing the unsteady computations
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Fig. 8 Predicted subsonic laminar flow of air past an embedded flat plate showing a a portion of the 65024-cell non-aligned mesh
with flat plate embedded at 30◦ to the frame of the mesh and b predicted coefficient of friction, Cf , calculated using the Gaussian
closure for a Cartesian grid aligned with an embedded flat plate at 0◦ compared to the predicted drag coefficient obtained for a
non-aligned plate at 30◦ to the grid. The predicted coefficients of friction are also compared to the Blasius solution

such as this, with solution fluxes having elliptic components, as is the case for the Navier–Stokes equations
[22,23].

3.5.4 Subsonic laminar flow past an embedded circular cylinder

As a further demonstration of the insensitivity of the Gaussian closure to grid irregularities and in order to dem-
onstrate that the embedded-boundary treatment can recover the drag results for the circular cylinder described
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Fig. 9 Predicted subsonic laminar flow of air past an embedded circular cylinder showing a a portion of the computational grid
and the embedded circular cylinder and b the predicted coefficients of drag, Cd, computed using the Gaussian closure with a
body-fitted mesh and the Cartesian mesh with the embedded boundary treatment, for a speed ratio of S = 0.107. The predicted
drag coefficients are also compared to the experimental results of Coudeville et al. [54]

above with virtually equal accuracy to those obtained with a body-fitted mesh, values for the coefficient of drag
were re-computed using the Gaussian closure and embedded mesh approach for a range of Knudsen numbers
with a speed ratio of 0.107. The computed coefficients of drag are shown in Fig. 9b. A section of the embedded
mesh with the embedded circular boundary is shown in Fig. 9a. It can be seen that agreement between the
experimental results and the values predicted by the Gaussian closure are equally good when the embedded
boundary treatment is used.

3.5.5 Subsonic laminar flow past a NACA0012 micro-airfoil

As a final example and to illustrate the importance of heat transfer in many transition-regime flow problems,
transonic steady flow of air around a NACA0012 micro-airfoil at zero angle of attack is considered. For the
case of interest, the freestream Mach and Reynolds numbers are M = 0.8 and Re = 73, respectively, and
the Knudsen number is K n = 0.017 based on the chord length. Numerical predictions for this flow were
obtained using both the standard and regularized Gaussian moment equations, with extensions for a diatomic
gas, and are given in Fig. 10a and b, respectively. Numerical predictions of the distribution of the flow density
are shown in the figures. For comparison, results obtained using a DSMC scheme by Sun and Boyd [6] and
corresponding experimental results based on the measurements of Allegre, Raffin and Lengrand [59] are also
reproduced here in Fig. 10c and d.

It is evident from the comparisons of Fig. 10a–d that the predictions obtained using the standard Gauss-
ian closure (i.e., the moment closure without heat transfer) agree surprisingly well with both the DSMC and
experiment results in the vicinity of the leading edge of the airfoil. In fact, the 10-moment model provides a
better estimate of the stagnation-point density than the DSMC method, which tends to strongly overestimate
this value. The disagreement with DSMC results and experimental measurements in the stagnation region
illustrates the imperfections, uncertainties, and challenges with predicting micro-scale non-equilibrium flows,
even with particle-based methods.

In spite of the good predictive capabilities of the Gaussian model for the leading edge region of the airfoil,
the moment closure results in predicted flow densities that seem to be very much under-predicted along the
length of the airfoil towards the trailing edge. A similar finding was reported in the previous work of Suzuki
and van Leer [60]. While it may be argued that some of this disagreement between the Gaussian closure
and DSMC and experimental data may be attributed to the application of boundary conditions, the inclusion
of thermal diffusion via the regularized Gaussian closure provides greatly improved agreement between the
moment closure results and those of both DSMC and experiment, particularly towards the trailing edge of



484 C. P. T. Groth, J. G. McDonald
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Fig. 10 Comparison of the distribution of the normalized flow-field density for transonic flow of air around a NACA0012 micro-
airfoil with freestream Mach, Reynolds, and Knudsen numbers of M = 0.8 Re = 73, and K n = 0.017, respectively: a predictions
of the standard Gaussian moment closure; b predictions of the the regularized Gaussian moment closure; c predictions of the
DSMC method of Sun and Boyd [6]; and d experimental data of Allegre, Raffin, and Lengrand [59]

the airfoil. In general, the overall agreement between the regularized Gaussian and DSMC and experimental
results are very good and this strongly indicates the importance of non-equilibrium heat transfer for this class
of flow problem. The comparisons would also suggest that a physically realizable and hyperbolic moment
closure, which properly accounts for non-equilibrium thermal transport, has the potential to perform well for
problems of this type.

4 Physically-realizable and hyperbolic moment closures

As discussed in Sect. 2.5 above, for any member of the Levermore maximum-entropy hierarchy of order higher
than the Gaussian closure, Junk has shown that there exist physically realizable moments for which a max-
imum-entropy distribution function cannot be found [25,26]. This issue is related to the inability to satisfy
simultaneously all of the restrictive conditions on the closure coefficients, α, which ensure that the polynomial
P(N )(�v) = αTV(N ) decreases toward negative infinity in all directions as |�v| becomes large. More devastating
still, for these higher-order moment closures, equilibrium solutions lie on the boundary in moment space sep-
arating regions in which the entropy maximization problem can be solved and regions in which a solution is
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not possible [26], leaving little hope that numerical solutions to these moment closures can be computed for
any practical situations.

4.1 Modified distribution function

One possible technique to avoid issues with non-realizability of maximum-entropy closures is to modify
slightly the assumed form for the distribution function. This can be accomplished by adding an additional
term, σ , to the exponential of Eq. (14) to yield

F (N ) = exp
(
P(N )(�v) + σ

)
= exp

(
αTV(N ) + σ

)
= exp

(
αTV(N )

)
fw, (51)

where fw = eσ . This type of modification to the maximum-entropy moment distribution seems to have been
first proposed by Au [61] and then later re-considered by Junk (unpublished work). The modification is equiv-
alent to multiplying the distribution function by a factor fw. This factor can be viewed as a “window” function
that attenuates the distribution at high velocities. In general, σ is a velocity-dependent term that must be chosen
such that it approaches negative infinity more quickly than the polynomial, αT V(N ), can approach positive
infinity as |�v| becomes large. This will allow the closure to remain valid for all physically realizable sets of
velocity moments.

In the case that σ is not a function of the closure coefficients, proof of hyperbolicity as described above
remains valid and the hyperbolic properties of the moment closure are retained. A simple example where this
is true is to take σ = −b|�v|n where b is a positive real value and n is an even integer larger than the highest
power of the velocity weights in V(N ). In this case, ∂σ/α = 0 and the proof of hyperbolicity remains unaltered.
Unfortunately, the closure is no-longer Galilean invariant for this choice of σ . Taking σ = −b|�c|n leads to a
Galilean-invariant closure; however, in this case, ∂σ/α �= 0 and hyperbolicity of the closure is not assured.
This is because it is no longer possible to ensure that hαα is symmetric positive definite.

In practice, it would seem prudent to define σ to be a function of the local solution so as to ensure Galilean
invariance of the closure. Moreover, it would also seem desirable to have the coefficient σ be dependent on
the solution so as to match the standard deviation of the unmodified distribution in some way and thereby
result in a more effective windowing function. In the current work, the modification to the maximum-entropy
distribution is chosen to have the form

σ = −b

(
ρ

p

) L+2
2 |�c|L+2, (52)

where L is the highest exponent of the velocity weights used in the moment closure and b is some specified
positive number. This form for σ clearly makes strict proof of hyperbolicity elusive; however, it can be shown
through numerical experiments that the resulting moment equations are well behaved and remain hyperbolic
for a wide range of flow conditions.

One cause for concern with this proposed approach may be its treatment of equilibrium conditions as the
modified distribution function no longer contains the Maxwellian. Nevertheless, under equilibrium conditions,
the moments of the modified distribution function used in the closure are in full agreement with those of the
Maxwellian up to one order higher than the order of the closure provided that the velocity weights of the
Levermore hierarchy are used. In addition, all odd-order random velocity moments of the modified assumed-
form for the distribution function vanish and are equal to those of the Maxwellian under equilibrium conditions.

It should be noted that with the introduction of the window function no longer requires the strict use of the
velocity weights, V(N ) or C(N ), proposed in the Levermore hierarchy as the window function can be used to
ensure that the distribution approximate function remains finite. Other choices are, therefore, possible for the
velocity moments of the closure while still remaining both realizable and hyperbolic (Junk, M., unpublished
work). Additionally, Schneider [27,28] has proposed an alternate approach to dealing with the realizability
of maximum-entropy closures. He proposes appropriately relaxing some of the equality constraints on the
moments in the entropy minimization procedure when defining the maximum-entropy distribution. This leads
to a maximum-entropy solution; however, it is one that does not satisfy the full set of predicted moments
(only those that can be satisfied and represented by the maximum-entropy distribution). Hauck et al. [28] have
subsequently carried out a mathematical analysis of this alternate approach to modifying maximum-entropy
closures and have developed a geometrical description of the regions in realizable moment space where the
standard maximum-entropy closures fail or breakdown.
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4.2 Application to a one-dimensional gas

In order to explore the behavior of the proposed modification to the maximum-entropy hierarchy of Levermore,
the moment closures are applied to the solution of non-equilibrium flows for a one-dimensional gas. In the
case of a simple one-dimensional gas, particles are free to move only on a line and the kinetic equation can be
written as

∂F
∂t

+ v
∂F
∂x

= −1

τ
(F − M) , (53)

where a BGK relaxation time approximation has been introduced to model collisional processes and the
equilibrium distribution function or Maxwellian, M, is given by

M = ρ√
2πma◦

exp

(
− (v − u)2

2a2◦

)
= ρ√

2πma◦
exp

(
− c2

2a2◦

)
, (54)

with a◦ = √
p/ρ. Macroscopic quantities or velocity moments of interest in this case include the density, ρ,

flow velocity, u, pressure, p, sound speed, a, heat flux, q , and fourth and fifth moments, r and s, respectively:

ρ = m 〈F〉 , u = m

ρ
〈vF〉 , m 〈cF〉 = 0, (55)

ρu2 + p = m
〈
v2F 〉

, p = m
〈
c2F 〉

, a2 = 3
p

ρ
= 3a2◦, (56)

q = m
〈
c3F 〉

, m
〈
c4F 〉 = r = 3

p2

ρ
+ κ, m

〈
c5F

〉
= s. (57)

For the one-dimensional gas, there exists a member of the Levermore hierarchy whenever the highest order
velocity moment is of even order. Members of this maximum-entropy hierarchy include the 3- and 5-moment
closures with

N = 3, C(3) = [1, c, c2]T, M(3) = [ρ, ρu, p]T, (58)

N = 5, C(5) = [1, c, c2, c3, c4]T, M(5) = [ρ, ρu, q, r ]T, (59)

and the assumed form of the distribution functions, F (N ) = exp(P(N )(v)), are given by

F (3) = eα0+α1v+α2v
2
, F (5) = eα0+α1v+α2v

2+α3v
3+α4v

4
. (60)

4.3 5-Moment closure

As a first step in the examination of the proposed closures, the 5-moment closure is considered. The PDEs
describing the transport of the five lowest order macroscopic moments in this case are given by

∂ρ
∂t + ∂

∂x (ρu) = 0, (61)
∂
∂t (ρu) + ∂

∂x

(
ρu2 + p

) = 0, (62)
∂
∂t

(
ρu2 + p

) + ∂
∂x

(
ρu3 + 3up + q

) = 0, (63)
∂
∂t

(
ρu3 + 3up + q

) + ∂
∂x

(
ρu4 + 6u2 p + 4uq + r

) = − q
τ
, (64)

∂
∂t

(
ρu4 + 6u2 p + 4uq + r

) + ∂
∂x

(
ρu5 + 10u3 p + 10u2q + 5ur + s

) = − 4uq+r−3 p2

ρ

τ
. (65)

Here, s = m
〈
c5F (5)

〉
is the fifth-order random-velocity moment It is this fifth-order moment which must be

determined through the integration of the assumed form of the distribution function to close the system. For
the 5-moment closure, the modified form for the distribution function is given by

F (5) = eα0+α1c+α2c2+α3c3+α4c4−b(ρ/p)3c6 = eα0+α1c+α2c2+α3c3+α4c4
e−b(ρ/p)3c6

, (66)
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Fig. 11 Predicted fifth-order random-velocity moment, s, as a function of q and r for the 5-moment one-dimensional realizable
moment closure with a b = 10−4; and b b = 10−5

where fw = e−b(ρ/p)3c6
is the window function. The parameter b can be adjusted to control the range of

realizability for the closure. For b = 0, the maximum-entropy closure is recovered.
Without loss of generality, the distribution function of the 5-moment closure can be normalized such that

it describes a gas with a density of one, a bulk velocity of zero and a pressure of one [25]. The relationship
of the fifth-order moment s can then be examined as a function of the normalized heat flux q and fourth-
order moment r . It can be shown [25] that, for this normalized situation, the complete solution phase space
of the 5-moment closure is fully represented by the two-dimensional (q, r) space and r > 1 + q2 must be
satisfied for the specified moments to be physically realizable in the sense described earlier in the paper.
Figure 11 shows the numerical computation of s as predicted by the new closure for a wide range of phys-
ically realizable situations for b = 10−4 and b = 10−5. For these two values of b, the modified realizable
distribution function fully spans the region in (q, r) space of all realizable moments and values for s are
computable. In fact, the proposed closure is realizable for all positive non-zero values of b. It is interesting to
note that s does not appear to be a smooth function of q and r as indicated by the sharp changes in the contour
lines.

From Fig. 11, it is evident that the modification to the maximum-entropy distribution function has resulted
in a moment closure, which covers the whole realizable moment space; however, formal proof of global
hyperbolicity is not possible in this case. Hyperbolicity of the proposed closure is instead investigated numer-
ically. The flux Jacobians are computed numerically using a second-order accurate centered finite-difference
technique. Eigenvalues of the Jacobians, �, are then computed numerically. The system of moment equations
is deemed hyperbolic whenever the eigenvalues are real. Figure 12 shows the largest imaginary part of the
computed eigenvalues as a function of q and r for the normalized distribution function, again for the cases
where b = 10−4 and b = 10−5. The computed eigenvalues do not remain real, and hence, the system is
not globally hyperbolic. Fortunately, as b decreases, the region of hyperbolicity expands greatly. It should be
obvious that for b = 0 the closure will be hyperbolic but not realizable and as b is increased the closure is now
realizable but the region of hyperbolicity is reduced and does not span the full range of realizable moments.
This points to a trade-off in the selection of the realizability parameter b: it must be non-zero and large enough
so that all moments are numerically integrable (“numerically realizable”) but sufficiently small so that the
closure remains hyperbolic for the non-equilibrium flow conditions of interest.

In order to gain a feel for the degree of non-equilibrium behavior, which is contained in the hyperbolic
region, the orbits of moments describing the structure of shock waves with shock Mach numbers of 2, 4, and
8 as predicted by a high-resolution numerical solution of the BGK kinetic equation (Eq. 2) are shown in both
Figs. 12a and b. The orbit corresponding to a shock with an upstream Mach number of 2 is quite small as
compared to that of the stronger shocks. The size of the orbits in this non-dimensional (q, r) phase space, �,
is estimated to scale with the shock Mach number, M , with a scaling something like � ∝ (M − 1)1.83. It can
be observed that, if b is taken to be 10−5, even for the relatively high shock-Mach-number case, the moment
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Fig. 12 Largest imaginary part of the numerically determined eigenvalues of flux Jacobian for the modified, realizable, 5-moment
moment closure with a b = 10−4; and b b = 10−5. The orbits of velocity moments corresponding the transition and internal
structure for stationary shock wave solutions with shock Mach numbers of M = 2, M = 4, and M = 8 are also shown with the
larger orbits corresponding to the higher shock Mach numbers

closure remains in the hyperbolic region. The appearance of complex eigenvalues along the line across which
s seems to be a non-smooth function of q and r is most likely due to the unsuitability of finite differences
across this line. The hyperbolic nature of the closure and its moment equations is difficult to evaluate on this
line.

4.4 Godunov-type finite-volume scheme

As a preliminary investigation of the predictive capability offered by the proposed higher order realizable
hyperbolic moment equations, a numerical solution procedure has also been constructed for the one-dimen-
sional moment system described above. The moment equations are solved using a Godunov-type finite-volume
scheme. The HLL [62] approximate Riemann solver is used to evaluate inter-cellular fluxes, for which esti-
mates for the maximum and minimum wave speeds are based on the numerical evaluation of the eigenvalues
of an approximate flux Jacobian for the moment closure. Higher order accuracy is achieved through piecewise
limited linear reconstruction and a point-implicit predictor–corrector time-marching scheme is again used to
advance the solution [14].

For the 5-moment closure, there is no explicit conversion from conserved moments, U = M(N ), to the
closure coefficients, α. The evaluation of the highest-order flux requires that all of the coefficients be known
at each time step. These coefficients can be determined by finding the solution to Eq. (31) with the modified
distribution function used to define a modified density potential. This leads to a minimization problem given
by

S(M(N )) = − min
α

[〈
exp

(
αTV(N ) + σ

)〉
− αTM(N )

]
. (67)

Although the resulting solution, S, from the minimization of the functional given in Eq. (67) above is no
longer the mathematical entropy and the corresponding distribution function is not the maximum-entropy
distribution, the minimization process still defines the relationship between the predicted moments and clo-
sure coefficients. As this function can be shown to be convex, the minimization problem can be solved
using an approximate Newton’s method. In some cases, it is possible for the computed update from New-
ton’s method to move the vector α to a location where numerical integration of the moments is not possible.
When this happens, a back-tracking technique is used to step back into a computable region of moment
space.

This technique for synchronization of α and U involves many numerical integrations of the velocity distri-
bution function and is quite computationally expensive compared to the other elements of the one-dimensional
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flow solver. A technique to reduce the number of re-synchronizations required is, therefore, very desirable.
One possibility is to again make use of the Hessian of the density potential, ∂2h/∂α2 = ∂U/∂α, to update the
closure coefficients after each time step by exploiting the relationship

�α =
(

∂U
∂α

)−1

�U. (68)

If this update of the coefficients is sufficiently accurate, re-synchronization of α in terms of U may not be
required, thus greatly reducing the cost of the scheme. However, determining the effectiveness of this simplified
update and deciding when a full re-synchronization is required can be somewhat difficult. One possibility is to
apply the simple update above and integrate one velocity moment and compare it to the target value. A large
deviation in the two values can be used as a trigger for a full re-synchronization.

4.5 Numerical results for stationary shocks

Predictions of the structure of stationary shocks for the one-dimensional gas obtained by solving the 5-moment
version of the physically realizable moment equations are now considered. The numerical results are shown
in Fig. 13 and compared with numerical solutions to the equivalent “Navier–Stokes” equations for a range
of shock Mach numbers. High-resolution numerical solutions of the one-dimensional BGK kinetic equation
for this one-dimensional gas are also depicted for comparison. The discrete-velocity method of Mieussens
[4] is used to obtain the numerical solution of the one-dimensional kinetic equation. It can be seen that even
at high Mach numbers, where the Navier–Stokes equations do a poor job of predicting shock structure, the
hyperbolic 5-moment system agrees surprisingly well with the numerical solutions of the full kinetic equa-
tion.

4.6 Numerical results for the Riemann problem

In order to explore further the behavior of the modified 5-moment closure across a range of Knudsen numbers,
a Riemann initial value problem is considered. The case of interest consists of a two-state initial condition
with a pressure ratio of 2.5 and a density ratio of 2. Three different situations were examined correspond-
ing to Knudsen numbers of 2.3 × 10−5, 2.3 × 10−2, and 23, thus spanning the continuum, transition, and
free-molecular flow regimes. The resulting solutions are shown in Fig. 14. Here the 5-moment system is
compared to the 3-moment closure (which is equivalent to the Euler equations for a one-dimensional gas),
high-resolution numerical solutions of the BGK kinetic equation, and numerical solution of the equivalent
“Navier–Stokes” equations. Again, the discrete-velocity method of Mieussens [4] is used to obtain the kinetic
solutions.

It can be seen in Fig. 14a that, in the continuum regime, all three non-equilibrium solutions treatments
are in close agreement with the equivalent “Euler” equations for this one-dimensional gas. On this scale of
interest, the regions of the flow, which are not in local thermodynamic equilibrium, are much smaller than the
domain of interest and are generally not resolved.

Figure 14b depicts the numerical results for the transition regime, lying somewhere between continuum
and free-molecular results. In this regime, the 3-moment model, which can only correctly account for flows
in thermodynamic equilibrium, gives an identical solution, although on a different scale, to that found for
the continuum regime. The non-equilibrium solutions of the 5-moment model, Navier–Stokes equations, and
BGK equation on this scale are all still quite similar to each other in this case, but are now quite distinct from
the equilibrium or equivalent “Euler” result. For the non-equilibrium solutions, the wave structures that appear
as discrete near discontinuities in the continuum situation are still identifiable but are now quite diffuse and
approach one another such that they interact, yielding a solution with a smooth transition between the two
constant initial states at either end of the solution domain.

The free-molecular results for the Riemann initial value problem are given in Fig. 14c. For this case, the
3-moment model again yields results that are the same as those for the continuum flow solution. For the
modified 5-moment model, due to infrequent inter-particle collisions, the terms associated with the collision
operator have now become so insignificant that the moment closure essentially behaves as a purely hyperbolic
system without relaxation. It yields a solution with five separate or distinct waves separated by essentially
constant solution states. This non-equilibrium result is in contrast to the BGK kinetic equation solution, which
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Fig. 13 Predicted density distributions through a stationary shock wave for a one-dimensional gas as determined using the modi-
fied, realizable, 5-moment closure. The predicted shock structure is compared to results obtained by the direct numerical solution
of the kinetic equation and “Navier–Stokes” equations for a range of shock Mach numbers, M : a M = 2; b M = 4; and c M = 8

consists of a single smooth transition between the two constant initial states, with no clearly identifiable wave
structure. The agreement between 5-moment closure solution and the exact or BGK kinetic solution is certainly
not very good in this case, indicating that, while it is still possible to obtain solutions, there is an upper bound on
the Knudsen number for which the 5-moment model remains physically valid. Higher order moment closures
would be needed to improve on this result. Note that, for this highly rarefied case, the time-step restriction for
stability of the explicit time marching used in the solution of the equivalent “Navier–Stokes” equations, with
its associated elliptic flux terms, made it difficult to carry out the simulations and results for the Navier–Stokes
model are therefore not shown.

5 Conclusions

The current status of hyperbolic moment closures for the solution of continuum and non-equilibrium gaseous
flows has been reviewed. Although possibly well established, the limitations of standard Grad and regularized
Grad closures, in terms of closure breakdown and loss of hyperbolicity, has been described. Moreover, the
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Fig. 14 Predicted solutions for the Riemann initial value problem for a one-dimensional gas as determined using the modified,
realizable, 5-moment closure. The predicted solutions of the Riemann problem are compared to those obtained for the equilibrium
3-moment closure, solutions obtained from the direct numerical solution of the kinetic equation, the “Navier–Stokes” solutions,
and the 3-moment “Euler” solutions for a range of Knudsen numbers: a K n = 2.3 × 10−5; b K n = 2.3 × 10−2; and c K n = 23

motivation for seeking a robust and purely hyperbolic description of non-equilibrium gaseous flow behavior
has been established, both through theoretical discussions and through the application of the strictly hyper-
bolic and physically realizable Gaussian closure to a range of canonical flow problems. Although somewhat
promising, the failure of the high-order members of maximum-entropy closures to remain valid for the full
range of realizable moments is discussed. A modifications to the maximum-entropy closures of Levermore
is then described that appears to result in valid closures for a wide range of physically realizable moments.
The proposed modified closure has been applied to one-dimensional kinetic theory and promising numerical
results were obtained. It seems possible to maintain a hyperbolic description for virtually the full range of
physically realizable moments, although a formal proof of hyperbolicity remains illusive. Future research
efforts will focus on the further investigation of the modified closures and the possible extension to fully
three-dimensional kinetic theory.
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