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The Eulerian-Lagrangian Spray Atomization (ELSA) model is considered for the predic-
tion of turbulent spray atomization processes associated with liquid fuels. In this approach,
the dense spray region is modelled using an Eulerian-based quasi-multiphase model while
the disperse spray region is modelled using a Lagrangian droplet model. Unlike other
commonly used strictly Lagrangian-based treatments for spray atomization, which rely on
comparatively simple empirically-based algebraic models for the liquid sheet breakup to
obtain the droplet distribution function (DDF), the Eulerian-based model, albeit still em-
pirical in nature, accounts for the atomizer and initial spray configuration via a possibly
more general partial differential equation (PDE) approach. In particular, the dense spray
region is considered through the use of two additional scalar transport equations — an
equation for the liquid mass fraction and liquid-gas interface area density. In this Eulerian
treatment, spray atomization is modelled through the imposition of source terms in the two
transport equations which represent the key physical mechanisms such as primary breakup
of the liquid sheet, secondary droplet breakup, as well as droplet collision and coalescence.
When the spray determined with this treatment is considered to be sufficiently disperse,
the DDF is estimated using the liquid mass fraction and liquid-gas interface area density,
and is then used as an input to the Lagrangian droplet model. The latter offers advantages
for the modelling of drag, droplet collision and coalescence, turbulent dispersion and pos-
sible subsequent vaporization and combustion. The primary focus of the present study is
the coupling of the Eulerian and Lagrangian approaches. Source terms are introduced to
represent the transfer of mass, momentum and liquid mass fraction from the Eulerian to
the Lagrangian model. In addition, an input DDF for the Lagrangian approach is estimated
based on the liquid volume fraction and interface area density. The model implementation
is validated through the comparison of predicted numerical results with other reported ex-
perimental results from literature. Numerical results concerning the droplet distribution
and Sauter mean diameter (SMD) are presented for the primary breakup of a liquid water
jet and a liquid water jet in a crossflow.

I. Introduction

Liquid atomization plays a key role in the mixing between fuel and air in many combustion systems;
including those of aerospace propulsion systems.1 Spray parameters, such as droplet size, spray pattern
and evaporation rate, can affect the fuel-air mixture which influences combustion efficiency and pollutant
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formation.2 In addition, parameters such as jet penetration and spray angle are valuable to design engineers
for facilitating the construction of an effective combustor. Consequently, accurate liquid atomization models
are important for the modelling of the combustion process in engines, including gas turbine engines.

In general, a liquid spray can be separated into dense and disperse regions due to differences in the spray
structure and breakup mechanisms. In the dense region, the topology of the spray is extremely complex and
highly irregular and the concept of a droplet is not well defined in this region. Conversely, in the disperse
region, the behaviour of the spray can be rather accurately described by a collection of droplets of varying
size and velocity. Due to these inherent differences, different modelling approaches have been developed for
the dense and disperse spray regions.3–5

In the dense spray region, the spray is commonly modelled by tracking the evolution of the liquid-
gas interface which can be either explicitly resolved or modelled. The explicit resolution of the interface
movement is difficult as the smallest scale of atomization is not well characterized — there is no analogy to
the Kolmogorov length scale in the atomization process. As a consequence, the numerical solution may have
some dependence on the grid resolution.6,7 Additionally, the computational costs associated with the explicit
resolution of the liquid-gas interface movement can also be very significant, since the relevant atomization
length scales can be on the order of the Kolmogorov scale. At present, these methods generally are only
feasible for problems of academic interest where the simulation domain is restricted to be on the order of
tens of nozzle diameters.

Alternatively, the evolution of the liquid-gas interface can be modelled using more empirical-based Eu-
lerian methods, such as originally proposed in the Σ-Y model by Vallet et. al .8 The Σ-Y model attempts
to characterize the liquid spray with two scalar quantities: the liquid volume fraction, Ȳ , and the interface
area density, Σ̄. The evolution of the scalar quantities are described using transport equations which contain
modelled source terms that describe the atomization processes — the source terms contain dependencies on
liquid volume fraction and turbulence quantities. The original model was developed within the framework
of the Reynolds Averaged Navier-Stokes (RANS) equations, although efforts have been made to extend the
model for Large Eddy Simulations (LES).9 With the knowledge of Ȳ and Σ̄, it is possible to then determine
the Sauter mean diameter (SMD) and droplet number density. In the so-called Eulerian-Lagrangian Spray
Atomization (ELSA) model, the SMD and spatial distribution of the droplets arising from the Σ-Y model
is used as an input for a secondary Lagrangian spray model, which is initialized in the disperse region of the
spray.

In the disperse spray region, the spray is generally assumed to take the form of small, quasi-spherical
droplets which can be modelled using a statistical theory based on a droplet distribution function (DDF).3,10

The evolution of the DDF can be described using the Williams spray equation and the solution is commonly
approximated using a Lagrangian treatment by tracking the trajectory of a number of computational parcels,
which represent a collection of droplets with identical characteristics (i.e., droplet size, velocity).3,10 Coupling
between the Eulerian gas phase (the gas phase is overwhelmingly treated using an Eulerian approach) and
such a Lagrangian treatment for the liquid phase occurs through mass, momentum and energy exchange
between phases, where the droplets are considered as point sources and the internal dynamics of the droplets
is ignored.3

I.A. Scope

In this paper, a comprehensive RANS-based model for describing both the dense and disperse regions of
turbulent sprays is developed by coupling the Eulerian Σ-Y model of Lebas et. al11 for describing the dense
spray region with a Lagrangian model for the disperse phase. Compared to the empirically-based algebraic
models more typically used, the Eulerian Σ-Y model offers a possibly more general PDE-based approach
to account for the primary atomization of the spray and initial spray configuration. Transition from the
Σ-Y model to the Lagrangian spray model is achieved by using the liquid volume fraction and interface
area density to estimate a PDF, which is then used as an initial boundary condition by the Lagrangian
spray model. Source terms that describe the transfer of mass and momentum from the Eulerian to the
Lagrangian model are proposed to provide an accurate and numerically robust transition. The accuracy of
the ELSA, examined herin exclusively for non-reactive spray problems, is assessed through comparison with
the experiments performed by Wu et. al12 and Madabhushi et. al .13 In addition, the predicted spray from
the ELSA model is compared to predictions made by the Lagrangian discrete phase model (DPM) and the
Σ-Y model applied to the entire domain.
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II. ELSA Solution Methodology

II.A. Dense Spray Region

The modelling of the dense spray region is considered using the Σ-Y model, as originally developed by Vallet
et. al .8 The Σ-Y model is a quasi-multiphase, RANS-based model that treats the fluid as a single mixture
and the liquid and gas phases are represented as different species within the mixture. The Reynolds and
Weber numbers are assumed to be large so that surface tension and laminar viscosity are negligible. The
time-averaged versions of the mass and momentum conservation equations for the mixture are then given
respectively by

∂

∂t
(ρ̄) +

∂

∂xi
(ρ̄ũi) = 0 , (1)

∂

∂t
(ρ̄ũ) +

∂

∂xi
(ρ̄ũiũj) = − ∂

∂xi

(
P̄
)
− ∂

∂xi
(λij) , (2)

where ρ̄, ũi and P̄ are the mean mixture density, velocity and pressure, respectively. In the equations
above, Reynolds-averaged quantities and the corresponding fluctuations are written as φ̄ and φ′, while
Favre-averaged quantities and the corresponding fluctuations are written as φ̃ and φ′′. The Reynolds stress
tensor, which arises due to the time averaging process, is given by λij and is modelled herin using a variant
of the two equation SST k-ω model.8,11,14 At present, as the focus is on non-reactive spray flows, the
effects of heat transfer are neglected so consideration of the energy conservation equation is not required.
Modifications have been made to the standard SST k-ω turbulence model to account for pressure diffusion,11

which can be significant in multiphase flows due to the large density variations. This is described by the
following transport equations

∂

∂t

(
ρ̄k̃
)

+
∂

∂xi

(
ρ̄ũik̃

)
=

∂

∂xi

[(
µt
σk

)
∂k̃

∂xi

]
+ λij

∂ũi
∂xj
− ρ̄ε̃− ū′′i

∂p̄

∂xi
, (3)

∂

∂t
(ρ̄ω̃) +

∂

∂xi
(ρ̄ũiω̃) =

∂

∂xi

[(
µt
σω

)
∂ω̃

∂xi

]
+ α

ω̃

k̃

[
λij

∂ũj
∂xi
− u′′j

∂p̄

∂xj

]
+
ρ̄σd
ω̃

∂k̃

∂xj

ω̃

∂xj
− ρ̄βω̃2 , (4)

where the Reynolds average of the Favre fluctuation of the velocity, ū′′i , is related to the turbulent liquid

flux, ρ̄ũ′′i Y
′′, by

ū′′i =

(
1

ρl
− 1

ρg

)
ρ̄ũ′′i Y

′′ , (5)

and where k̃ is the Favre-averaged turbulent kinetic energy, ω̃ is the Favre-averaged specific turbulent dis-
sipation and µt is the turbulent viscosity. Using Equations (3) and (4), together with the Boussinesq
approximation, the Reynolds stress tensor can be closed in the following way

λij = ρ̄ũ′′i u
′′
j = µt

(
∂ũi
∂xj

+
∂ũj
∂xi

)
− 2

3
ρ̄k̃δij , (6)

with

µt = ρ̄
k̃

ω̃
. (7)

The Σ-Y model introduces two additional scalar transport equations for the liquid volume fraction, Ȳ ,
and the interface area density, Σ̄. However, simplifications to the equations can be made if these scalar
quantities are rewritten in terms of unit mass, Ỹ = ρY /ρ̄ and Ω̃ = ρ̄Σ̄/ρ̄. The mixture density is obtained
by assuming that the liquid and gas phases are incompressible and is given by

1

ρ̄
=
Ỹ

ρl
+

1− Ỹ
ρg

, (8)

where ρl is the liquid density and ρg is the gas density. The transport equation for the liquid mass fraction
is then taken to have the form

∂

∂t

(
ρ̄Ỹ
)

+
∂

∂xi

(
ρ̄ũiỸ

)
= − ∂

∂xi

(
ρ̄ũ′′i Y

′′
)
, (9)
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where the term on the RHS is the turbulent liquid flux. The turbulent liquid flux can be expressed as the
difference between the mean liquid and gas velocity (slip velocity) by

ρ̄ũ′′i Y
′′ = ρ̄Ỹ (1− Ỹ )[ũl,i − ũg,i] , (10)

where ũl,i and ũg,i are the mean liquid and gas velocity, respectively. From this relation, the quasi-multiphase
model can be seen as equivalent to the full-multiphase model which explicitly expresses the velocity of each
phase. However, the value of the turbulent liquid flux is unknown and an appropriate closure must be
specified. A gradient-based closure that makes use of an analogy to Fick’s law for molecular diffusion is
commonly used, which takes the form

ρ̄ũ′′i Y
′′ ≈ − µt

Sct

∂Ỹ

∂xi
, (11)

where µt is the turbulent viscosity and Sct is the turbulent Schmidt number.
The modelled transport equation for the interface area density, as proposed by Lebas et. al ,11 is then

given by

∂

∂t

(
ρ̄Ω̃
)

+
∂

∂xi

(
ρ̄ũiΩ̃

)
=

∂

∂xi

[(
µt
Sct

)
∂Ω̃

∂xi

]
+ Ψ(Sinit + Sturb) + (1−Ψ)(Scoll + S2ndBU ) , (12)

Ψ(Ȳ ) =


1 Ȳ > Ȳdense ,

(Ȳ − Ȳdisperse)/(Ȳdense − Ȳdisperse) Ȳdisperse < Ȳ < Ȳdense ,

0 Ȳ < Ȳdisperse ,

(13)

where Ψ(Ȳ ) is a repartition function that indicates which atomization mechanisms are dominant depending
on the dense or disperse region of the turbulent spray. The last four terms on the RHS are source terms
which describe the different atomization processes: initialization, primary breakup, collision and coalescence
and secondary breakup, respectively.

The Ω̃ transport equation requires artificial initialization of the Ω̃ quantity at the injector lips. In the
model by Lebas et al.,11 a source term, Sinit, is proposed to handle the initialization. This term is only
significant near the injector and becomes negligible relative to the other source terms after the initial interface
area density is created. The initialization term is defined as

Sinit = α1
12ρ̄µt

ρlρgSctlt

∂Ỹ

∂xi

∂Ỹ

∂xi
, Sct = 0.9 , (14)

where lt is the turbulent length scale.
Following the approach by Lebas et al.,11 the remaining interface area source terms are defined based on

relaxation processes with corresponding characteristic time scales and equilibrium interface area densities.
The equilibrium values of Ω̃ are determined by the definition of an equilibrium Weber number based on the
relevant processes. In the dense region of the spray, it is assumed that liquid turbulence is the dominant
breakup mechanism. The turbulent source term, Sturb, represents the production/destruction of the interface
area density due to turbulent flow stretching and collision and coalescence of the jet ligaments — this process
is driven by a turbulent time scale, τt, which is calculated using the standard k-ω turbulence model definition.
The turbulent source term is assumed to proceed towards an equilibrium state, defined by Ω̃∗turb. It is
assumed that the equilibrium state will be reached when the ratio of kinetic energy to surface energy of the
jet ligaments is constant. At present, the equilibrium ratio is assumed to take a value of unity, although this
may be modified in the future. From the equilibrium ratio, Ω̃∗turb may be calculated. The turbulent source
term, turbulent time scale and equilibrium turbulent interface area density terms are defined as, respectively,

Sturb = α2
ρ̄Ω̃

τt

(
1− Ω̃

Ω̃∗turb

)
, τt =

k̃

β∗ω̃
, Ω̃∗turb =

Ȳ k̃

σlWe∗turb
, We∗turb = 1 . (15)

In the disperse region of the spray, it is assumed that the relevant processes are: droplet collision, droplet
coalescence and secondary breakup. The effects of collision and coalescence are represented by the source
term Scoll. The collision time scale, τcoll = l3mean/Seff∆v, is calculated based on the droplet mean free path,

4 of 14

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 C

lin
to

n 
G

ro
th

 o
n 

Ju
ne

 2
7,

 2
01

7 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

01
7-

43
52

 



lmean, collision cross-section, Seff , and the relative velocity between droplets, ∆v. The relative velocity

can be estimated using the turbulent kinetic energy. The equilibrium state, Ω̃∗coll, is calculated based on an
equilibrium diameter, Dcrit. Similar to Vallet et al.,8 the equilibrium diameter is calculated using an energy
balance, however, this new definition allows the droplets to retain kinetic energy after breakup,15.11 The
collision breakup and coalescence model can be summarized as follows:

Scoll = α3
ρ̄Ω̃

τcoll

(
1− Ω̃

Ω̃∗coll

)
, τcoll =

1

ρ̄Ω̃
√

2
3 k̃
, Ω̃∗coll =

Ỹ k̃

3σl
(16)

with

D∗32 = D32

1 +
WeNcoll

6

1 + Wecoll
6

, Wecoll =
4Ỹ k̃

σlΩ̃
, WeNcoll = 12, D32 =

6Ỹ

ρlΩ̃
. (17)

Finally, the effects of secondary breakup are represented by the source term S2ndBU — this term is
modelled based on the work by Pilch and Erdman.16 The characteristic time scale, τ2ndBU , depends on the
secondary breakup mechanism which is related to the magnitude of the droplet Weber number. The model
formulation in this case is given by

S2ndBU = α4Max

[
ρ̄Ω̃

τ2ndBU

(
1− Ω̃

˜Ω∗2ndBU

)
, 0

]
, τ2ndBU = T (We2ndBU )

D32

∆vrel

√
ρl
ρg
, (18)

with

We∗2ndBU =
6ρg∆v

2
relỸ

ρlσlΩ̃
=

Ȳ k̃

σlΩ̃∗2ndBU
, We∗2ndBU = 12(1 + 1.077Oh1.6), Oh =

µl√
ρlσD32

, (19)

and

T =



6(We2ndBU − 12)−0.25 12 ≤We2ndBU ≤ 18 ,

2.45(We2ndBU − 12)0.25 18 ≤We2ndBU ≤ 45 ,

14.1(We2ndBU − 12)0.25 45 ≤We2ndBU ≤ 351 ,

0.766(We2ndBU − 12)0.25 351 ≤We2ndBU ≤ 2670 ,

5.5 We2ndBU ≥ 2670 .

(20)

II.B. Modelling of Transition from Dense to Disperse Spray Descriptions

In the combined ELSA model, it is assumed that there exists a spray region where both Eulerian and
Lagrangian models are valid. As can be observed in Equation (12), the Eulerian model is able to describe
the disperse spray region by accounting for the effects of droplet collision, coalescence and secondary breakup.
However, the modelling of the liquid dispersion in the Eulerian model is accomplished with a gradient-based
closure, which is not necessarily valid in the disperse region of the spray. In particular, the gradient-based
closure is known to be inaccurate when the slip velocity is large.11,17 Consequently, it can be advantageous
to switch to a Lagrangian treatment for the disperse region of the spray, which is the approach is considered
here.

II.B.1. Transition Criteria from Dense to Disperse Region

First, the transition region is identified using the ratio between the mean free path between droplets to the
SMD, which corresponds to the liquid volume fraction, Ȳdisperse. Transition cells within the computational
grid are then marked using an indicator function, β(Ȳ ), which takes on a value of one when all transition
criteria are met and otherwise takes on a value of zero. In each marked cell, computational parcels which
are representative of a collection of real particles with identical properties (e.g. size, velocity, etc.) are
introduced at the beginning of every time step. The transition criteria adopted here are defined as follows:

(1)Ȳ (xi, t) < Ȳdisperse , (21)

(2)Ȳneighbour(xi,neighbour, t) > Ȳdisperse , (22)
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(3)fcrit ·mref < mliq(xi, t) , (23)

(4)|∇Ỹ (xi, t)| < |∇Ỹcrit| . (24)

The first criteria determines whether or not the local spray structure is sufficiently disperse while the second
ensures that the cell lies on the border between the dense and disperse regions. The third criteria controls
the computational cost by limiting the creation of computational parcels below a certain mass threshold.
The final criteria prevents the creation of computational parcels immediately near the nozzle exit.

To ease the transition between the Eulerian and Lagrangian spray models, source terms are introduced
to account for the transfer of conserved quantities from the Eulerian to the Lagrangian model. The rate
at which the conserved quantities are transferred is described using a relaxation-time model, defined by a
characteristic time, τ . The resulting modified model equations are given by

∂

∂t
(ρ̄) +

∂

∂xi
(ρ̄ũi) = − ρ̄Ỹ

τ
β(Ỹ ) , (25)

∂

∂t
(ρ̄ũ) +

∂

∂xi
(ρ̄ũiũj) = − ∂

∂xi

(
P̄
)
− ∂

∂xi
(λij)−

ρ̄Ỹ

τ
ũl,iβ(Ỹ ) , (26)

∂

∂t

(
ρ̄Ỹ
)

+
∂

∂xi

(
ρ̄ũiỸ

)
= − ∂

∂xi

(
ρ̄ũ′′i Y

′′
)
− ρ̄Ỹ

τ
β(Ỹ ) , (27)

∂

∂t

(
ρ̄Ω̃
)

+
∂

∂xi

(
ρ̄ũiΩ̃

)
=

∂

∂xi

[(
µt
Sct

)
∂Ω̃

∂xi

]
+ Ψ(Sinit +Sturb) + (1−Ψ)(Scoll +S2ndBU )− ρ̄Ω̃

τ
β(Ỹ ) . (28)

II.B.2. Empirical Droplet Size Probability Density Functions

For the modelling of liquid sprays, there exists a number of empirical continutous size PDFs which are used
to estimate the underlying droplet distribution, including: the Rosin-Rammler, log-normal and Nukiyama-
Tanasawa (NT) models.6,18–20 At present, droplet sizes are assumed to take the form of the Rosin-Rammler
distribution, which is defined as

fD(t, xi, D) =
qDq−1

X
exp

[
−
(
D

X

)q]
, 〈Dn〉 = XnΓ

(
n

q
+ 1

)
, (29)

where X is the characteristic droplet size and q is the dispersion coefficient which is a measure of the
distribution width. From the Σ-Y model, D32 can be calculated using D32 = 6Ỹ /ρlΩ̃ and the parameter
q can then be calculated using the ratio of D32 to D10.19 Unfortunately, D10 cannot be directly calculated
from Σ-Y model and at present the ratio between D32 and D10 is assumed to take a constant value of ≈ 1.75.
This corresponds to a specified value of q of approximately ≈ 0.6. More investigation on its validity will be
performed in the future.

II.B.3. Assumed Droplet Velocity Distribution Function

The form of the droplet velocity PDF is assumed to be Gaussian. The mean of the distribution is given by
the mean liquid mixture velocity which is related to the turbulent liquid flux and is given by

ũl,i = ũi +
ρ̄ũ′′i Y

′′

ρ̄Ỹ
. (30)

The velocity standard deviation, σu, is related to the liquid turbulent kinetic energy. The mixture turbulent
kinetic energy is given by

k̃ = Ỹ k̃l + (1− Ỹ )k̃g +
1

2

(
ũ′′i Y

′′
)2 [ 1

Ỹ
+

1

1− Ỹ

]
. (31)

To obtain the gas turbulent kinetic energy, it is assumed that the turbulent kinetic energy is equally par-
titioned between liquid and gas phases. Then, the liquid turbulent kinetic energy can be obtained using
Equation (31) and used to determine σu. The velocity PDF is given by

fvi(vi) =
1

σu
√

2π
exp

[
−(vi − ũl,i)2

2σ2
u

]
. (32)
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II.B.4. Joint Velocity/Size Probability Density Function

It is assumed that the droplet size and velocity distributions are statistically independent. The joint PDF
can then be obtained by taking the product of the droplet velocity and size distribution functions, given by

fD,vi(D, vi) = fD(D)fvi(vi). (33)

While it is recognized that such an assumption does not apply generally to most sprays, this assumption is
only used here in the transition region when switching from Eulerian to Lagrangian methods. It is therefore
felt that the use of this assumption is not too limiting here. Alternate, more general approaches which allow
for dependencies of velocity on size will be examined in future follow-on studies.

II.C. Disperse Spray Region

At present, a Lagrangian method is used for the modeling of the disperse spray region. In this approach,
the spray is modeled using a collection of representative droplets in order to describe the PDF, fD,vi =
fD,vi(xi, vi, D, t), which evolves according to the Williams equation given by

∂

∂t
(fD,vi) +

∂

∂D

(
ḊfD,vi

)
+

∂

∂xi
(vifD,vi) +

∂

∂vi
(aifD,vi) = ḟcoll + ḟ2ndBU , (34)

where D is the parcel diameter, vi is the parcel velocity and ai is the parcel acceleration. The terms on
the RHS are source terms which correspond to atomization processes relevant in the disperse region of the
spray: collision, coalescence and secondary breakup, respectively. Secondary breakup of the spray droplets
can be accounted for by using a range of different models, including the TAB,21 WAVE,22 KHRT23 and
SSD24 models. Herin, as the focus is on non-reactive turbulent sprays, evaporation and heat transfer are not
considered.

In the Lagrangian approach, the PDF is approximated by a summation of Dirac masses, given by

fD,vi ≈ fLD,vi =

K∑
α

wα
W (t, xi)

δ(xi − xi,α)δ(vi − vi,α)δ(D −Dα) , (35)

where K is the total number of parcels in the computational domain, wα is the parcel weight and xi,α, vi,α
and Dα are the position, velocity and size of the αth parcel. The parcel weight is defined as the number of
real particles represented by the αth parcel.

For each injected parcel, the parcel weight and the size and velocity abscissas need to be determined.
The size and velocity abscissas are obtained by random sampling over a uniform distribution. The weights
are then scaled so that the total probability of the injected parcels sums to one. Finally, the size and velocity
abscissas are shifted by δD and δvi so that the injected parcels reproduce the same mass and mean velocity
of the assumed droplet size-velocity distribution. Solution to the Williams equation is then approximated by
calculating the trajectories of computational parcels which are described by equations of motion obtained
by the integration of Newton’s second law. The dynamics of the αth parcel is described by the following
equations

dxi,α
dt

= vi,α , (36)

mα
dvi,α
dt

= mαai,α +Dα . (37)

Variations in droplet size and mass due to evaporation and droplet energy due to heat transfer can also be
tracked but are not currently considered for the non-reactive sprays of interest here.

III. Numerical Results and Discussion

III.A. Implementation Using ANSYS FLUENT

In this section, the accuracy of the standalone Σ-Y , DPM and ELSA models are considered for predicting
the droplet size distribution for two different test cases involving liquid sprays in air. The Σ-Y model has
been implemented into ANSYS FLUENT using user-defined functions (UDFs). Modifications to FLUENT’s
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standard SST k-ω model are introduced using user-defined source terms and the Favre-averaged Navier
Stokes (FANS) equations are solved using first order discretization and FLUENT’s coupled scheme. In the
ELSA model, the solution variables from the Σ-Y model are used to compute the mean liquid velocity and
SMD which are used to calculate the assumed droplet size-velocity distributions. The parcel properties are
initialized using the droplet size-velocity distributions and the parcel trajectories are solved using FLUENT’s
DPM solver. The effects of drag, turbulence and secondary breakup are also considered in the disperse spray
model. In the present study, the effects of droplet collision and coalescence have not been included but will
be considered in future studies.

III.B. Primary Breakup for a Turbulent Liquid Jet

The first test spray case consists of a liquid water jet injected into a quiescent environment containing air
and measurements were made at different velocities by Wu et. al25 to obtain the droplet size distribution
after primary breakup. The Reynolds and Weber number of the liquid jet are 16 000 and 94, respectively.
The numerical test case was implemented as a two dimensional (2D) axisymmetric problem and for the Σ-Y
and ELSA cases, the mesh consists of 500 cells in the axial direction (800d), 50 cells in the radial direction
(250d) and ten cells across the orifice diameter as seen in Figure 1. The total number of cells in the mesh is
30 000. However for the DPM case, modification of the mesh to only a single cell across the orifice diameter
was necessary to obtain a converged solution. It is suspected that the issue is related to the predicted droplet
sizes in the vicinity of the nozzle exit which were of the same order of magnitude as the mesh spacing for
the original mesh — this is known to cause problems with the coupling between the liquid and gas phases.

The initial droplet size distribution for the DPM model was obtained using FLUENT’s plain orifice
atomizer model. At each time step, 100 parcels were injected and staggered in space and time to obtain
a smoother statistical representation of the spray — this can be seen in Figure 3(a). The effects of drag,
turbulence and secondary breakup on the droplets was included. For the combined ELSA model, the Eulerian
Σ-Y model is used to predict the behaviour of the dense spray region. At the start of every time step, a
check is performed locally to determine if the spray is disperse. When this is true, computational parcels
are introduced at the centroid of the transition cells. In this test case, five parcels were introduced in each
transition cell, as seen in Figure 3(b).

The disperse spray predicted by the DPM and ELSA models can be seen in Figure 2. Qualitatively, the
spray pattern predicted by the ELSA model in Figure 2(b) appears to agree better with the flow images of
Wu et. al25 — the experiments indicate a distinct intact liquid core and a narrow distribution of spatially
distributed droplets (as predicted by the ELSA model) whereas the spatial spreading predicted by the DPM
model appears to be overpredicted compared with the experiment. In addition, the predicted droplet sizes
of the Lagrangian DPM model seem overpredicted compared to experiment.

The accuracy of the numerical models was assessed by comparison with the experimentally obtained
droplet size distribution of Wu et. al25 at a plane 50d downstream of the nozzle, as seen in Figure 3(c).
The numerical results computed from the DPM and ELSA models seem to capture reasonably well the same
trends as the experiment, however, the DPM model appears to have a larger spread of droplet sizes.

(a) (b)

Figure 1: (a) Mesh for primary breakup of a turbulent liquid jet, (b) Close up of nozzle region.
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(a) (b)

Figure 2: Droplet sizes predicted by the: (a) DPM model, (b) ELSA model.

III.C. Breakup for a Turbulent Liquid Jet in a Crossflow

The second test case consists of a turbulent liquid water jet in a crossflow of gaseous air, as investigated by
Madabhushi et. al .13 A schematic diagram of this spray flowfield is given in Figure 4(a). The Reynolds and
Weber number of the liquid jet are Rej = 11810 and Wej = 24711, respectively, while the Reynolds and
Weber number of the gaseous crossflow are Reg = 611200 and Weg = 720, respectively. The computational
domain consists of a rectangular box with length of 279 mm, width of 101.6 mm and height of 101.6 mm.
The liquid injector is located 114.3 mm from the velocity inlet and has a diameter of 0.762 mm and length
of 12.7 mm. For the Σ-Y and ELSA model solutions, the total number of cells is 488 918, depicted in Figure
4(b). Free boundaries are placed at the outlet and the sides of the box are treated as walls. Similar to the
previous test case, it was necessary to reduce the resolution of the mesh in the near-nozzle region in order to
obtain a converged solution for the Lagrangian DPM model. For the Lagrangian DPM model, the FLUENT
plain orifice atomizer model and at each time step, 25 parcels were injected. The parcel injections for the
Lagrangian DPM model and ELSA model can be seen in Figure 5(a) and 5(b), respectively.

A qualitative comparison of the jet penetration compared to the experimental correlations of Wu et.
al12 and Stenzler et. al26 is shown where the correlations correspond the mean top surface of the liquid
jet column. It can be seen that the jet penetrations appear to be underpredicted by the Σ-Y model and
over-predicted by the DPM model. For the ELSA model predictions, the droplet spread is wider and the
position of droplets seems to better agree with the experimental correlations. Herrmann6 reported that the
correlation of Stenzler et. al ,26 which accounts for the crossflow Weber number, shows better agreement
with the numerical studies by Herrmann6 and experiments by Brown et. al .27 Note that measurements for
the position of the liquid column were made to up to a maximum of x/djet = 10. For reference, the side and
top view of the velocity fields predicted by the Σ-Y , DPM and ELSA models are given in Figures 6(a)-6(c),
and Figures 7(a)-7(c), respectively. In the predictions by the Σ-Y (Figure 6(a) and 7(a)) and ELSA (Figure
6(c) and 7(c)) models, a low momentum region can be identified immediately downstream of the jet — this
occurs because of the significant momentum exchange from the airstream to the liquid column, which causes
deformation of the liquid column in the leeward direction. In addition, from the top views, a wake region
can be identified downstream of the liquidt jet. The low momentum region is absent in Figure 6(b) and
7(b) because the DPM model does not explicitly model the liquid column and this is a known issue with the
model as volume effects of the liquid core are not incoroprated in this disperse phase treatment.13

The accuracy of the predicted droplet velocity and size was compared against the experimental results
obtained by Madabhushi et. al13 in Figure 9(a) and 9(b), respectively. In the experiment, measurements were
made for the droplet velocity and size in the transverse direction of the mid-plane at 25.4 mm downstream of
the jet orifice. It can be seen that close to the wall, the droplet velocity predicted by the Σ-Y model agrees
well with experiment, until about x = 0.01m, at which point the droplet axial velocity is over-predicted.
The ELSA model predicts a similar droplet axial velocity to the Σ-Y model in the near wall region and this
is likely because the ELSA model has not transitioned to the disperse phase model in this region. In Figure
9(b), the SMD is under-predicted by the Σ-Y model and over-predicted by the DPM model. For the ELSA
model, while the SMD is over-predicted in the bottom half region, the results seem reasonable in the top half
region. In both figures, it can be argued that the predictions of the ELSA model match the experimental
results better than either the Σ-Y or DPM model.
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Figure 3: (a) Parcel Injections for the Lagrangian DPM Model, (b) Parcel Injections for the ELSA Model, (c)
Comparison between experimental and numerical droplet distributions.

IV. Conclusions

An approach to coupling of Eulerian and Lagrangain methods in the so-called ELSA model has been
proposed. The performance of the resulting ELSA model for predicting the droplet size distribution has
been assessed by comparing its predictions to those of the Σ-Y and DPM models, as well as to available
experimental data for two spray flow cases. In the first test case, the primary breakup of a turbulent liquid
jet, the initial results between the ELSA model and experiment appear to agree reasonably well. In the
second test case, the breakup of a turbulent liquid jet in a crossflow, it can be seen that the Σ-Y and ELSA
models are capable of predicting the low momentum region immediately downstream of the liquid column
— the DPM model is unable to detect this region. In both cases, the predictions of the ELSA model are
arguably better in agreement with experiment than those of the Σ-Y and DPM models — the ELSA model
appears quite promising in its ability to predict the behaviour of turbulent liquid sprays.
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(a) (b)

Figure 4: (a) Schematic diagram of a liquid jet in a crossflow, (b) Mesh for turbulent liquid jet in a crossflow.

(a) (b)

Figure 5: (a) Schematic diagram of a liquid jet in a crossflow, (b) Mesh for turbulent liquid jet in a crossflow.
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Figure 6: Streamwise velocity contours and streamlines as predicted by the: (a) Σ-Y Model, (b) Lagrangian DPM
Model, (c) ELSA Model.
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(c)

Figure 7: Streamwise velocity contours and streamlines as predicted by the: (a) Σ-Y Model, (b) Lagrangian DPM
Model, (c) ELSA Model.
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(a) (b)

(c)

Figure 8: Jet penetration compared to correlations from Wu et. al25 (upper curve) and Stenzler et. al26 (lower
curve) for the: (a) Σ-Y Model, (b) Lagrangian DPM Model, (c) ELSA Model.
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(b)

Figure 9: Transverse profile at x = 33.3d downstream of the orifice in the mid-plane (z = 0), comparing the droplet:
(a) velocity, (b) SMD.
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