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Abstract
This paper proposes an optimal control design framework for hybrid nonlinear time-
dependent dynamical systems involving an interacting mixture of continuous-time 
and discrete-time dynamics. Aiming to extend hybrid linear optimal control syn-
thesis to nonlinear non-quadratic formulation, a hybrid version of the Hamilton–
Jacobi–Bellman (HJB) equation with time-dependency is first presented. A hybrid 
computational framework, which alternates between continuous-time and discrete-
time subsystems at an appropriate sequence of time instants, is then developed to 
solve the resultant set of the HJB equations in an interacting manner. The proposed 
control scheme is subsequently applied to spacecraft formation flying establishment 
with a hybrid source of actuation, namely Lorentz force and impulsive thrusting. By 
optimal combination of the Lorentz force and impulsive thrusting proposed in this 
paper, not only are the uncontrollability issues pertinent inherently to the Lorentz-
actuated control systems effectively resolved, but use of both Lorentz and impulsive 
control inputs is also optimized. As a consequence, the expendable chemical fuels 
required to actuate thrusters are significantly reduced, thereby extending the dura-
tion of such space missions.
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1 Introduction

Spacecraft formation flight involving a collection of coordinated spacecraft flying 
in proximity has recently acquired increasing interests for many possible applica-
tions, including long baseline optical interferometry, stereographic imaging, atmos-
pheric monitoring and control, synthetic apertures, and distinguishing spatial from 
temporal magnetospheric variations to name but a few [12, 13, 26]. Due to a wide 
range of advantages, from decreased cost and risk to increased flexibility and reli-
ability along with enhanced performance, offered by formation flight, it has been 
identified as a key enabling technology for future space missions [7]. Spacecraft 
in formation establishment or reconfiguration are traditionally propelled by thrust-
ers using chemical fuels onboard to perform relative orbital maneuvers. Duration 
of such space missions is therefore constrained by the amount of propellant avail-
able onboard. By extending the lifetime of a traditional space mission via alleviating 
the necessity for such expendable propellent, the propellantless propulsion systems 
have promisingly opened up new possibilities for future spacecraft missions. Instead 
of expending propellant, the spacecraft equipped with the propellantless propulsion 
technology exchange energy and momentum with the environment where they oper-
ate as a means of actuation [24].

The Lorentz force originating from the interaction between an electrostatically 
charged spacecraft traveling at a significant relative velocity and the Earth magnetic 
field can be used as electromagnetic propellantless propulsion to provide a useful 
thrust for near-Earth missions [14]. The basic concept underlying the Lorentz-based 
actuation mechanism is founded upon simple physical principles; a spacecraft uti-
lizes electrical power to build up a net electrostatic charge on its body, and this very 
net charge causes an interaction between the geomagnetic field and the vehicle in 
the form of the Lorentz force [25]. The magnitude and direction of the resultant 
force are therefore defined by three factors: the size and polarity of the charge on the 
spacecraft, the relative velocity of the spacecraft with respect to the magnetic field, 
and the strength and direction of the magnetic field [25]. As a consequence, Lor-
entz propulsive actuation systems are used almost exclusively in Low Earth Orbits 
(LEOs) where the magnitude of the Earth magnetic field is sufficiently intense. This 
is due primarily to the fact that the magnitude of the geomagnetic field decreases as 
the inverse cube of the distance from the center of the Earth.

Prospects and challenges for using the Lorentz force as a means of propel-
lantless propulsion for orbital maneuvering were first proposed in [13] and then 
in [22] along with preliminary designs, hardware development, and trajectory 
applications. The Lorentz propulsive actuation concept was subsequently applied 
to a wide variety of applications from absolute to relative orbital maneuvering; 
including new Earth-synchronous orbits [23], gravity-assist maneuvers [25], 
planetary capture or escape [1], propellantless station-keeping around small aster-
oids [9], flyby anomaly during low-altitude gravity-assist maneuvers around the 
Earth [2], and orbital inclination change [15] for absolute orbital applications, 
and spacecraft rendezvous [11, 16, 29] and formation flying [14, 16, 29] as to the 
application of the Lorentz force to relative orbital maneuvers.
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Lorentz-augmented formation flight enjoys several advantages for near-Earth 
missions. First of all, the size of the induced Lorentz force is only limited by the 
charge-holding capacity and available power of the spacecraft [23]. Furthermore, 
whereas a propellant-based propulsion system can only deliver finite thrust for orbit 
control, Lorentz-based propelled spacecraft can offer the prospect of indefinite 
thrust [13]. On the other hand, as an inherent limitation, the direction of the Lorentz 
force is always constrained to lie orthogonal with respect to the velocity direction 
of the spacecraft and the direction of the magnetic field at the location of the space-
craft [24]. This is due essentially to the cross product between the relative velocity 
vector of the spacecraft and the Earth magnetic field vector from which the Lorentz 
force originates. Therefore, a formation flight control system which only utilizes the 
Lorentz force for actuation suffers always from a lack of full controllability. Moreo-
ver, Lorentz-based propulsion is impossible in some special cases; such scenario, for 
instance, arises when a polar satellite crosses the equator [13].

To resolve the abovementioned drawback, the Lorentz-augmented formation 
flight control system can be employed in conjunction with an additional active 
source of actuation. This paper proposes an interacting hybrid source of actuation, 
which alternates between the Lorentz force and impulsive thrusting in an optimal 
manner once a specific criterion is met, to address the foregoing uncontrollability 
issues. In this regard, the Lorentz force, as a continuous-time renewable source of 
actuation, is instantaneously switched to impulsive thrusts, as an active auxiliary 
source of propulsion, at an appropriate sequence of time instants to reliably provide 
the thrust required for formation establishment. Simultaneous use of Lorentz force 
and impulsive thrusting for formation flying establishment and reconfiguration was 
also studied in [19–21] by developing the so-called hybrid linear quadratic regulator 
(LQR) scheme to combine the two modes of actuation in an optimal manner. This 
paper aims to extend the tracking control synthesis proposed in [19–21] to nonlin-
ear non-quadratic formulation. To this end, a hybrid version of the Hamilton–Jac-
obi–Bellman (HJB) equation with time-dependency is first formulated. A hybrid 
computational framework involving two numerical schemes, namely the Galerkin 
spectral method [8] and the spectral collocation technique [17] pertinent to continu-
ous-time and discrete-time subsystems, is then developed to solve the resultant HJB 
equations in an interacting manner. An optimal control design framework is ulti-
mately derived for hybrid nonlinear time-dependent dynamical systems involving an 
interacting mixture of continuous-time and discrete-time dynamics.

By optimal combination of the Lorentz force and impulsive thrusts proposed 
in this paper, not only are the uncontrollability issues involved inherently in the 
Lorentz-actuated control systems effectively resolved, but use of both Lorentz and 
impulsive control inputs is also optimized. This can lead to a considerable reduc-
tion in the expendable chemical fuels required to actuate the thrusters, which in turn 
extends the duration of such space missions. Furthermore, the feedback tracking 
controllers required to maintain bounded relative motion between spacecraft in for-
mation are synthesized by considering the full nonlinear relative dynamics of the 
system. No linearization is involved, neither dynamic feedback linearization nor a 
priori linearization of the equations of motion. This is particularly useful for forma-
tion flight control systems which can involve large relative orbital maneuvers.
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This paper is organized as follows. A novel optimal control design framework 
for hybrid nonlinear time-dependent dynamical systems is developed in Sect. 2. The 
equations of motion characterizing relative dynamics between multiple spacecraft 
in formation are then presented in Sect.  3. Section  4 serves to describe practical 
considerations for implementing the proposed control design framework. The hybrid 
control architecture developed in Sect. 2 is ultimately applied to spacecraft forma-
tion flight with a hybrid source of Lorentz and impulsive actuation in Sect. 5.

2  Hybrid Nonlinear Optimal Control

This section serves to develop an optimal control design framework for hybrid non-
linear time-dependent dynamical systems involving an interacting amalgam of con-
tinuous-time and discrete-time dynamics. The overall framework, in fact, provides 
the solid foundation for extending hybrid linear optimal control synthesis to non-
linear non-quadratic formulation. Consider a hybrid dynamical system modeled by 
equations of the form

where t ≥ 0 ; x ∈ D ⊆ ℝ
n is the state vector; D specifies an open set with 0 ∈ D 

defined as the state space of interest; f ct ∶ D ×ℝ → ℝ
n is Lipschitz continu-

ous on D ; gct ∶ D ×ℝ → ℝ
n×mct ; tk denotes the time instants at which impulses 

are to be applied with k ∈ ℤ(t0,tf)
≜ {

k ∶ t0 < tk < tf
}
 ; x−

k
≜ x(t−

k
) ∈ D and 

x+
k
≜ x(t+

k
) ∈ D are, respectively, the state vector immediately before and after 

discrete-time dynamics are applied at t = tk ; f ds ∶ D ×ℝ → ℝ
n is continuous on 

D ; gds ∶ D ×ℝ → ℝ
n×mds ; and (uct, uds) ∈ Uct × Uds ⊆ ℝ

mct ×ℝ
mds denotes the 

hybrid control input for t ∈ [t0, tf] and k ∈ ℤ(t0,tf)
 . It is also assumed that (uct, uds) 

is restricted to the class of admissible control inputs U ≜ Uct × Uds consisting of 
measurable functions such that (uct, uds) ∈ Uct × Uds , where the constraint set 
U ≜ Uct × Uds is given with (0, 0) ∈ Uct × Uds . The main objective is therefore to 
determine a hybrid nonlinear control input (uct, uds) ∈ Uct × Uds , where t ∈ [t0, tf] 
and k ∈ ℤ(t0,tf)

 , such that the following hybrid performance index is minimized over 
all admissible control inputs (uct, uds) ∈ Uct × Uds [10]:

where Lct ∶ D × Uct ×ℝ → ℝ and Lds ∶ D × Uds ×ℝ → ℝ denote, respectively, the 
continuous-time and discrete-time instantaneous cost functions, and K is the number 
of impulses applied during the operating time. Whereas the necessary and sufficient 
conditions for minimizing the hybrid performance index (3), given a hybrid control 
input (uct, uds) , are obtained via a hybrid version of Bellman’s principle of optimal-
ity ([10] Lemma 1), asymptotic stability of the hybrid nonlinear closed-loop system 

(1)ẋ(t) = f ct(x, t) + gct(x, t)uct(t), x(t0) = x0 t ≠ tk

(2)x+
k
= f ds(x

−
k
, t) + gds(x

−
k
, t)uds(t) t = tk

(3)

J
(
x0, uct(⋅), uds(⋅), t0

)
= ∫

tf

t0

Lct
(
x(t), uct(t), t

)
dt +

∑K

k=1
Lds

(
x(tk), uds(tk), tk

)
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can be guaranteed, assuming the dynamical properties of the system in question 
evolve periodically, by relating the hybrid performance index (3) to an underlying 
Lyapunov function in a specific way [10]. This Lyapunov function can be shown to 
serve as a solution of the hybrid HJB equation, thereby guaranteeing both optimal-
ity and asymptotic stability of the hybrid feedback control system (See [10, 18] for a 
detailed discussion).

With the main objective in view, the following hybrid version of the HJB equation 
involving a continuous-time partial differential equation with time-dependency and a 
discrete-time difference equation must be therefore solved in an interacting manner for 
V(x, t):

where V ∶ D ×ℝ → ℝ denotes a continuously differentiable positive-definite func-
tion known as the value function (the optimum value of the performance index), 
xf ≜ x(tf) , and Hct and Hds define, respectively, the Hamiltonians associated with the 
continuous-time and discrete-time dynamics as follows:

where V(x+
k
, t+
k
) = V(f ds + gdsuds, t

+
k
).

By defining non-quadratic instantaneous cost functions of the form 
Lct(x, uct, t) = lct(x) +

‖‖uct(t)‖‖2Rct
 and Lds(x−k , uds, tk) = lds(x

−
k
) + ‖‖uds(tk)‖‖2Rds

 for the 
continuous-time and discrete-time subsystems, the hybrid nonlinear optimal control 
law in question can be consequently computed in terms of V(x, t) by minimizing (4) 
and (5), respectively, with respect to uct and uds as follows:

where uds,k ≜ uds(xk, tk) , lct ∶ D → ℝ and lds ∶ D → ℝ denote, respectively, the 
continuous-time and discrete-time weighting functions acting on the system state, 
and Rct = RT

ct
∈ ℝ

mct×mct > 0 and Rds = RT
ds
∈ ℝ

mds×mds > 0 serve to panelize con-
trol inputs in appropriate subsystems. The resultant optimal control laws can be now 
substituted into (4) and (5) to formulate the following hybrid version of the HJB 
equations:

(4)

�V(x , t)∕�t + min
uct∈Uct

{
Hct

(
x, uct, �V(x, t)∕�x, t

)}
= 0, V(xf , tf) = 0 t ≠ tk

(5)min
uds∈Uds

{
Hds

(
x, uds,V(x, tk), tk

)}
= 0 t = tk

(6)Hct ≜ Lct(x, uct, t) + (�V(x, t)∕�x)T
(
f ct(x, t) + gct(x, t)uct(t)

)

(7)Hds ≜ Lds(xk, uds, tk) + V(x+
k
, t+
k
) − V(x−

k
, t−
k
)

(8)u∗
ct
(x, t) = −

1

2
R−1
ct
gT
ct
(x, t)

�V(x, t)

�x
t ≠ tk

(9)u∗
ds,k

= −
1

2
R−1
ds
gT
ds

�V(x|x=f ds+gdsu∗ds,k , t+k )
�x

t = tk
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where �+
k
= f ds + gdsu

∗
ds,k

 . The preceding set of the HJB equations must be therefore 
solved in an interacting manner to compute V(x, t) in each subsystem to be fed to 
the foregoing optimal control laws represented by (8) and (9). Nevertheless, these 
equations are difficult to solve in general, thereby necessitating approximation tech-
niques. To attain this objective, a hybrid computational framework, which alter-
nates between the continuous-time and discrete-time subsystems at an appropriate 
sequence of time instants, is developed in the following subsections to approximates 
the value function in an interacting manner. The proposed hybrid scheme involves 
two numerical methods pertinent to each subsystem: the Galerkin spectral method, 
which approximates the value function between discrete-time events, and the spec-
tral collocation method, which obtains an approximate solution for the discrete-time 
HJB equation at impulsive instants.

2.1  Numerical Solution to the Continuous‑Time HJB Equation

Applying the Galerkin spectral method directly to the continuous-time portion of the 
hybrid HJB equation (10), a continuous-time set of differential equations is derived 
in this section to approximate the value function between discrete-time events. The 
basic idea underlying the Galerkin-based approximation is to assume that the solu-
tion of the continuous-time HJB equation can be expressed as an infinite sum of 
known basis functions. Furthermore, for the Galerkin spectral method to be appli-
cable, the formulation must be placed in a suitable inner product space such that the 
projection is well-defined in terms of n-dimensional integrations [3]. The approxi-
mation is thus restricted to a closed and bounded set in D , namely a compact set 
� , which defines the bounded domain of the state space of interest. To this end, it 
is first assumed that the value function can be discretized by an infinite series of 
prescribed state-dependent basis functions, which are continuous and defined every-
where on � , and unknown coefficients with time-dependency as follows:

Nevertheless, from a practical point of view, using an infinite number of terms for 
discretizing the value function is impossible; the approximation process for V(x , t) 
is therefore carried one step further by considering a truncated version of the above-
mentioned infinite series (i.e., the first N terms):

(10)
�V(x, t)

�t
+

(
�V(x, t)

�x

)T

f
ct
−

1

4

(
�V(x, t)

�x

)T

g
ct
R−1
ct
gT
ct

�V(x, t)

�x
+ l

ct

= 0, V(xf , tf) = 0 t ≠ t
k

(11)

V(�+
k
, t+
k
) − V(x−

k
, t−
k
) +

1

4

(
�V(�+

k
, t+
k
)

�x

)T

gdsR
−1
ds
gT
ds

(
�V(�+

k
, t+
k
)

�x

)
+ lds = 0 t = tk

(12)V(x , t) ∶=

∞∑
j=1

c∗
j
(t)�j(x)
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where �N(x) =
[
�1(x) ,… , �N(x)

]T represents a prescribed state-dependent set of 
basis functions, C∗

N
(t) =

[
c∗
1
(t) ,… , c∗

N
(t)
]T specifies the corresponding collection of 

unknown time-dependent coefficients, and N denotes the number of basis elements, 
i.e., the order of approximation. The approximation sequence then proceeds with 
substituting (13) into (10), which, in turn, results in an error equation due primarily 
to approximating the value function with VN(x , t) . Employing the Galerkin spectral 
method, the unknown coefficients, 

{
c∗
j
(t)
}N

j=1
 , are determined such that the resultant 

error is minimized. To this end, the error equation is projected onto the same basis 
functions retained in the truncated series (i.e., the linear finite basis spanned by {
�j(x)

}N

1
 ) and the outcome is set equal to zero in order to obtain N simultaneous 

equations for N unknowns:

where the projection operator is the inner product ⟨(⋅),�i(x)⟩� ≜ ∫
�
(⋅)�i(x)dx com-

puted over a closed and bounded set, � . The preceding set of equations represents 
the Galerkin-based projection of the continuous-time HJB equation, (10), in a com-
pact form, which can be expanded as follows:

where Jx denotes the Jacobian operator (matrix) with respect to x . The following 
set of nonlinear ordinary differential equations termed the continuous-time optimal 
control gain equations needs therefore to be integrated backward in time, beginning 
with the boundary conditions at the terminal time C∗

N
(tf) , in order to compute C∗

N
(t) 

between impulsive instants:

where the equations are assumed to have no escape in finite-time, and

(13)VN(x , t) ∶=

N∑
j=1

c∗
j
(t)�j(x) = �

T
N
(x)C∗

N
(t)

(14)

⟨
HJBct

(
N∑
j=1

c∗
j
(t)�j(x)

)
, �N(x)

⟩

�

= 0

(15)

⟨�N ,�N⟩�Ċ
∗

N
(t) + ⟨Jx(�N)f ct,�N⟩�C∗

N
(t)

−
1

4

�
N�

�=1

c∗
�
(t)

�
Jx(�N)gctR

−1
ct
gT
ct

���

�x
,�N

�

�

�
C∗
N
(t) + ⟨lct,�N⟩� = 0

(16)Ċ
∗

N
(t) +Q(c∗(t), t)C∗

N
(t) + d = 0 , C∗

N
(tf) = 0

(17)

M(c∗(t), t) =

N�
�=1

c∗
�
(t)

�
Jx(�N)gctR

−1
ct
gT
ct

���

�x
,�N

�

�

Q(c∗(t), t) = ⟨�N ,�N⟩−1�
�
⟨Jx(�N)f ct,�N⟩� −

1

4
M(c∗(t), t)

�

d = ⟨�N ,�N⟩−1� ⟨lct,�N⟩�
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Once the time-varying optimal control gains, C∗
N
(t) , are computed via back-

ward integration of (16), the continuous-time optimal control law can be obtained 
by:

2.2  Numerical Solution to the Discrete‑Time HJB Equation

With the continuous-time optimal control gain equations thus derived, the spectral 
collocation method is utilized in this section to develop a set of algebraic equations 
with the purpose of computing the value function in the discrete-time subsystem when 
impulses are applied at t = tk . The main idea behind the spectral collocation technique 
is to project (11) onto a discrete basis at each impulsive instant to produce as many 
equations as required for the unknowns. This is analogous to the Galerkin spectral 
method wherein the error equation resulted from approximating the value function is 
projected onto a truncated set of basis elements to obtain N simultaneous equations for 
N unknowns.

With the preceding objective in view, a truncated version of the discretized value 
function, (13), is substituted into (11) to formulate the following set of algebraic equa-
tions at each impulsive instant:

Having the knowledge of C∗
N
(t+
k
) available from the backward integration of (16), 

C∗
N
(t−
k
) can be thus computed through the above set of equations. However, the state 

knowledge at t = t+
k
 , x+

k
 , is required to reach this objective, which, in consequence, pro-

vides a new challenge. Since x+
k
 resets the system state as a function of x−

k
 and u∗

ds,k
 at 

t = tk in accordance with the discrete-time dynamics (2), there are two main avenues of 
further formulation to compute C∗

N
(t−
k
) through (19) at each impulse. The methodology 

proposed in this paper to address this issue consists of three steps as follows.
In the first step, the discrete-time optimal control at t = tk , u∗ds,k , is approximated 

by substituting the truncated version of the discretized value function, (13), into (9) as 
follows:

(18)u∗
ct
(x , t) = −

1

2
R−1
ct
gT
ct
(x , t)JT

x

(
�N(x)

)
C∗
N
(t)

(19)

�
T
N
(x)

|||x=f ds+gdsu∗ds,kC
∗
N
(t+
k
) − �

T
N
(x)

|||x=x−
k

C∗
N
(t−
k
) + lds(x

−
k
)

+
1

4

[
J
T
x

(
�N(x)

)|||x=f ds+gdsu∗ds,k C
∗
N
(t+
k
)

]T
gdsR

−1
ds
gT
ds

[
J
T
x

(
�N(x)

)|||x=f ds+gdsu∗ds,k C
∗
N
(t+
k
)

]
= 0

(20)u∗
ds,k

= −
1

2
R−1
ds
gT
ds
(x−

k
, tk)

N∑
j=1

c∗
j
(t+
k
)
��j(x)

�x

|||||x=f ds(x−k ,tk)+gds(x−k ,tk)u∗ds,k
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To proceed further, the following set of equations in terms of x−
k
 and u∗

ds,k
 , with 

known quantities 
{
c∗
j
(t+
k
)
}N

j=1
 , is then defined at t = tk by rearranging (20):

In the second step, x−
k
 is collocated with a suitable set of points, x̄ = row

m

{
x̄m

}
 

where x̄m ∈ ℝ
n and m = 1 ,… , N , at each impulsive instant. With the state knowl-

edge at t = t−
k
 , x−

k
 , thus determined, (21) can be therefore converted into the fol-

lowing series of equations at t = tk involving one single unknown, u∗
ds,k,m

 , which, 
in fact, represent a projected version of (21) on mth column of a discrete basis 
spanned by x̄:

where u∗
ds,k,m

≜ u∗
ds
(x̄m, tk) and Fk = row

m

{
Fk,m

}
=
[
Fk,1, … , Fk,N

]
mds×N

.
Proceeding to the last step in the proposed methodology, an appropriate 

numerical scheme is therefore employed to solve the preceding nonlinear set 
of algebraic equations for u∗

ds,k,m
 . To this end, Newton’s method [17], as an effi-

cient iterative numerical scheme with quick convergence, is utilized to solve 
Fk,m(u

∗
ds,k,m

) = 0 for u∗(i+1)
ds,k,m

 , beginning with u∗(i)
ds,k,m

 , iteratively:

In this regard, (22) is first injected into (23) and the chain rule is then used to 
formulate the following set of equations to be solved iteratively for u∗

ds,k,m
:

where 𝝌+
k,m

= f ds(x̄m, tk) + gds(x̄m, tk)u
∗(i)

ds,k,m
 and Hx denotes the Hessian matrix with 

respect to x.
Initializing (24) with a suitable choice of u∗(0)

ds,k,m
 (for instance, u∗(0)

ds,k,m
= 0 , which 

usually work well), the discrete-time optimal control at t = tk corresponding to 
each x̄m , u∗

ds,k,m
 , can be therefore computed for m = 1 ,… , N to construct an array 

of the form u∗
ds,k

= row
m

{
u∗
ds,k,m

}
=
[
u∗
ds,k,1

, … , u∗
ds,k,N

]
mds×N

.

The required tools are now in place to solve (19) for C∗
N
(t−
k
) at each impulse. To 

this end, the spectral collocation method is employed at this juncture in the 

(21)

Fk(x
−
k
, u∗

ds,k
) = 2Rdsu

∗
ds,k

+ gT
ds
(x−

k
, tk)

N∑
j=1

c∗
j
(t+
k
)
��j(x)

�x

|||||x=f ds(x−k ,tk)+gds(x−k ,tk)u∗ds,k
= 0

(22)

Fk,m(u
∗
ds,k,m

) = 2Rdsu
∗
ds,k,m

+ gT
ds
(x̄m, tk)

N∑
j=1

c∗
j
(t+
k
)
��j(x)

�x

|||||x=f ds(x̄m,tk)+gds(x̄m,tk)u∗ds,k,m
= 0

(23)u∗
(i+1)

ds,k,m
= u∗

(i)

ds,k,m
−

(
�Fk,m(u

∗(i)

ds,k,m
)

�u∗
T

ds,k,m

)−1

Fk,m(u
∗(i)

ds,k,m
)

(24)
u∗

(i+1)

ds,k,m
= u∗

(i)

ds,k,m
−

(
2Rds + gT

ds

N∑
j=1

c∗
j
(t+
k
)Hx

(
�j(x)

)|||x=�+
k,m

gds

)−1

(
2Rdsu

∗(i)

ds,k,m
+ gT

ds
J
T

x

(
�N(x)

)|||x=�+
k,m

C∗
N
(t+
k
)

)
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development to project (19) onto a discrete basis represented by 
x̄ = row

m

{
x̄m

}
=
[
x̄1 ,… , x̄N

]
n×N

 , where x̄m ∈ ℝ
n , at each impulsive instant to 

obtain N simultaneous algebraic equations for N unknowns 
{
c∗
j
(t−
k
)
}N

j=1
 . Utilizing 

the spectral collocation method and u∗
ds,k,m

 computed from (24) simultaneously, 
(19) is ultimately converted into the following set of algebraic equations termed 
the discrete-time optimal control gain equations to be solved for C∗

N
(t−
k
) at each 

impulsive instant as follows:

where

2.3  Hybrid Nonlinear Optimal Control Law

Armed with the continuous-time and discrete-time optimal control gain equations, 
(16) and (25), respectively, the desired hybrid nonlinear optimal control gains can be 
now computed over the entire operating time through solving the following sets of 
equations (termed the hybrid optimal control gain equations) for C∗

N
(t) in an inter-

acting manner:

(25)C∗
N
(t−
k
) =

(
�k(x̄)

)−1[
Wk(x̄, tk) + Zk(x̄, tk)C

∗
N
(t+
k
)
]

(26)

�k(x̄m, tk) = J
T
x

�
�N(x)

����x=f ds(x̄m,tk)+gds(x̄m,tk)u∗ds,k,m C
∗
N
(t+
k
)

Wk(x̄, tk) = column
m

�
lds(x̄m) +

1

4

�
�

T
k
(x̄m, tk)gds(x̄m, tk)R

−1
ds
gT
ds
(x̄m, tk)�k(x̄m, tk)

��

=

⎡⎢⎢⎣

lds(x̄1) +
1

4

�
�

T(x̄1, tk)gds(x̄1, tk)R
−1
ds
gT
ds
(x̄1, tk)�(x̄1, tk)

�
⋮

lds(x̄N) +
1

4

�
�

T(x̄N , tk)gds(x̄N , tk)R
−1
ds
gT
ds
(x̄N , tk)�(x̄N , tk)

�
⎤⎥⎥⎦
N×1

�k(x̄) = matrix
m , j

�
�j(x)

���x=x̄m
�

=

⎡⎢⎢⎣

�1(x)
��x=x̄1 ⋯ �N(x)

��x=x̄1
⋮ ⋱ ⋮

�1(x)
��x=x̄N ⋯ �N(x)

��x=x̄N

⎤⎥⎥⎦
N×N

Zk(x̄, tk) = matrix
m , j

�
�j(x)

���x=f ds(x̄m,tk)+gds(x̄m,tk)u∗ds,k,m
�

=

⎡
⎢⎢⎢⎣

�1(x)
��x=f ds(x̄1,tk)+gds(x̄1,tk)u∗ds,k,1 ⋯ �N(x)

��x=f ds(x̄1,tk)+gds(x̄1,tk)u∗ds,k,1
⋮ ⋱ ⋮

�1(x)
��x=f ds(x̄N ,tk)+gds(x̄N ,tk)u∗ds,k,N ⋯ �N(x)

��x=f ds(x̄N ,tk)+gds(x̄N ,tk)u∗ds,k,N

⎤
⎥⎥⎥⎦N×N

(27)
Ċ
∗

N
(t) +Q(c∗(t), t)C∗

N
(t) + d = 0, C∗

N
(tf) = 0 [See Eq. (17)] t ≠ tk

C∗
N
(t−
k
) =

(
�k(x̄)

)−1[
Wk(x̄, tk) + Zk(x̄, tk)C

∗
N
(t+
k
)
]

[See Eq. (26)] t = tk
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Beginning with the boundary conditions at the terminal time C∗
N
(tf) , the continu-

ous-time optimal control gain equations are first integrated backward in time to com-
pute C∗

N
(t) between impulsive instants. Once a specific criterion is met, an impulse 

in then induced in the solution at t = tk via exciting the discrete-time optimal control 
gain equations fed by C∗

N
(t+
k
) and, in consequence, the continuous evolution of C∗

N
(t) 

is instantaneously switched to discontinuous changes occurring in the discrete-time 
subsystem. C∗

N
(t−
k
) computed at t = tk is subsequently used as a new set of terminal 

conditions for the continuous-time set of equations to be integrated backward from 
t−
k
 to t+

k−1
 . Exhibiting continuous evolution and instantaneous changes on appropri-

ate subsystems, the control gain vector maintains this interacting sequence until the 
initial time t0 is reached.

With the hybrid nonlinear optimal control gain vector thus computed, the desired 
hybrid nonlinear optimal control law can be ultimately formulated as follows:

Presented in Table  1, the proposed hybrid optimal control architecture is sum-
marized and compared to the hybrid LQR control scheme as discussed in [19–21].

(28)
u∗
ct
(x , t) = −

1

2
R−1
ct
gT
ct
(x , t)JT

x

(
�N(x)

)
C∗
N
(t) t ≠ tk

u∗
ds,k

(x+
k
, t+

k
) = −

1

2
R−1
ds
gT
ds
J
T
x

(
�N(x)

)|||x=x+
k

C∗
N
(t+
k
) t = tk

Table 1  Hybrid nonlinear optimal control (left column) in comparison with hybrid LQR control (right 
column)

Hybrid nonlinear optimal control Hybrid Riccati-based optimal (LQR) control

ẋ(t) = f ct(x, t) + gct(x, t)uct(t), x(t0) = x0, t ≠ tk

x+
k
= f ds(x

−
k
, t) + gds(x

−
k
, t)uds(t) t = tk

ẋ(t) = Act(t)x + Bct(t)uct(t), x(t0) = x0 t ≠ tk

x+
k
= Ads(t)x

−
k
+ Bds(t)uds(t) t = tk

J = ∫
tf

t0

(
lct(x) +

‖‖uct(t)‖‖2Rct

)
dt

+
∑K

k=1

(
lds(x

−
k
) + ‖‖uds(tk)‖‖2Rds

)
J = ∫

tf

t0

(
xTQctx + uT

ct
(t)Rctuct(t)

)
dt

+
∑K

k=1

(
x−

T

k
Qdsx

−
k
+ uT

ds
(tk)Rdsuds(tk)

)

VN (x , t) =
∑N

j=1
c∗
j
(t)�j(x) = �

T
N
(x)C∗

N
(t) V(x , t) ∶= xTP(t)x

Ċ
∗

N
(t) +Q(c∗(t), t)C∗

N
(t) + d = 0 , C∗

N
(tf) = 0

[See Eq. (17)] t ≠ tk

C∗
N
(t−
k
) =

(
�k(x̄)

)−1[
Wk(x̄, tk) + Zk(x̄, tk)C

∗
N
(t+
k
)
]

[See Eq. (26)] t = tk

Ṗ(t) + AT
ct
P(t) + P(t)Act + Qct

− P(t)BctR
−1
ct
BT
ct
P(t) = 0, P(tf) = 0 t ≠ tk

P−
k
= −AT

ds
P+
k
Bds

[
Rds + BT

ds
P+
k
Bds

]−1
BT
ds
P+
k
Ads

+ Qds + AT
ds
P+
k
Ads t = tk

C∗
N
(t) : Nonlinear optimal gain vector P(t) : Linear optimal gain matrix

u∗
ct
= −

1

2
R−1
ct
gT
ct
(x , t)JT

x

(
�N (x)

)
C∗
N
(t) t ≠ tk

u∗
ds,k

= −
1

2
R−1
ds
gT
ds
J
T
x

(
�N (x)

)|||x=x+
k

C∗
N
(t+
k
) t = tk

u∗
ct
= −R−1

ct
BT
ct
( t)P(t)x t ≠ tk

u∗
ds,k

= −R−1
ds
BT
ds
A−T
ds

[
P−
k
− Qds

]
x−
k

t = tk
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3  Spacecraft Formation Flight

As a hybrid dynamical system, the formation flight control system being devel-
oped in this paper consists of two interacting modes of operation: the Lorentz 
force, as the main continuous-time renewable source of actuation, and impulsive 
thrusting, as an auxiliary discrete-time actuation mechanism. Figure  1 shows a 
schematic representation of the proposed Lorentz-augmented formation flight in 
a low inclined LEO involving two satellites referred to as the chief spacecraft 
and the deputy spacecraft. The chief satellite orbits the Earth in a reference 
orbit, either circular or elliptic, whereas the deputy (Lorentz) one orbits the chief 
spacecraft and is equipped with three thrusters capable of producing force per 
unit mass along each local frame axis. Furthermore, the Earth-Centered-Inertial 
(ECI) frame is placed at the center of the Earth, and a local-vertical-local-hori-
zontal frame known as the Hill frame is located at the center of mass of the chief 
spacecraft with x-axis pointing away from the Earth’s center and z-axis normal to 
the orbital plane of the chief spacecraft. Therefore, the electrostatically charged 
deputy spacecraft are externally propelled in a continuous manner by the Lorentz 
force arising primarily from the interaction with the Earth magnetic field. Never-
theless, once a certain criterion is met, the Lorentz actuation is instantaneously 
switched to impulsive thrusting and, in consequence, a triple set of impulsive 
force, one along each direction of the Hill frame, is then applied to each deputy 
spacecraft by expulsion devices (thrusters). The motion of the deputy spacecraft 
relative to the chief satellite is therefore characterized by a continuous-time set 
of differential equations, which characterizes the relative orbital motion of the 

Fig. 1  Schematic representation of Lorentz-augmented spacecraft formation flying in low inclined LEO
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dynamical system between impulsive events, and a discrete-time set of differ-
ence equations, which governs instantaneous changes in the system state once an 
impulse occurs.

Assuming the deputy spacecraft are only actuated in the formation flight in 
question, as noted above, the differential equations governing the exact orbital 
motion of the chief and deputy spacecraft in the ECI coordinate system are thus 
described by Newton’s law of gravitation [7]:

where 𝜇⊕ = 3.98593 × 1014 m3
/
s2 is the Earth standard gravitational parameter, 

rc,in and rd,in represent, respectively, the exact inertial positions of the chief and dep-
uty spacecraft from the center of the Earth, and rc and rd specify their scalar radii. 
Furthermore, fLtz,in and f imp,in define, respectively, the continuous-time (Lorentz) 
and discrete-time control force per unit mass expressed in the ECI reference frame 
which can be obtained by:

where q̂ = q
/
md , defined as the charge per unit mass of the deputy spacecraft (also 

referred to as the specific charge), is the continuous-time control input, Ein denotes 
the electrical field strength, vrel,in refers to the relative velocity of the deputy space-
craft with respect to the Earth magnetic field, bin indicates the Earth magnetic field, 
and ( ⋅ )× represents the skew-symmetric matrix used to implement the cross-prod-
uct. Moreover, the Dirac delta function, �(t) , located at each impulsive instant, t = tk , 
is employed in conjunction with the discrete-time gain values, nin , to represent the 
discrete-time force per unit mass. In addition, the perturbation force per unit mass 
with spatial dependence denoted by f pb,in in (29) and (30) can be calculated by [7]:

where J2 = 1.083 × 10−3 represents the J2-effect perturbations due to the Earth 
oblateness, R⊕ is the Earth radius, and ẑi =

[
0 0 1

]T denotes the basis vector along 
the z-axis of the ECI frame. Assuming Ein is negligible, (31) can be rewritten by 
expanding vrel,in in terms of the position and velocity vectors of the deputy space-
craft as follows:

(29)r̈c,in = −
𝜇⊕

r3
c

rc,in + f pb,in(rc,in)

(30)r̈d,in = −
𝜇⊕

r3
d

rd,in + f pb,in(rd,in) + fLtz,in + f imp,in

(31)fLtz,in =
q

md

(
Ein + v×

rel,in
bin

)

(32)f imp,in =
∑K

k=1
nin�(t − tk)

(33)f pb,in =
3𝜇⊕J2R

2
⊕

2r5

[(
5

(
rT
in
ẑin
)2

r2
− 1

)
rin − 2

(
rT
in
ẑin
)
ẑin

]
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where 𝝎⊕,in = 360.9856ẑi deg∕day are the inertial components of the Earth angu-
lar velocity about its own axis of rotation. Furthermore, rd,in and vd,in , respectively, 
denote the inertial position and velocity vectors of the deputy spacecraft which can 
be defined as follows:

where �in represents the relative coordinates of the deputy spacecraft with respect to 
the chief satellite in the ECI frame, and �hl =

[
x y z

]T specifies the relative position 
of the deputy spacecraft in the Hill frame. Since the orbital motion of the deputy 
spacecraft relative to the chief satellite is described in the Hill frame, the foregoing 
quantities expressed in the inertial coordinate system must be transferred to the Hill 
frame. To this end, two separate time-dependent and state-dependent rotation matri-
ces, along with their time derivatives, from the ECI frame to the Hill frame can be 
employed, depending upon the character of the orbital motion in question. The first 
rotation matrix, the application of which is essentially restricted to the Keplerian 
orbits, can be obtained through three successive rotations as follows [7]:

where û , î , and Ω̂ represent, respectively, the argument of latitude, inclination, and 
the right ascension of the ascending node for the chief spacecraft. Furthermore, 
Rx(⋅) and Rz(⋅) denote the principal rotation matrices about the x and z axes, respec-
tively, and �hl−in =

[
0 0 ̇̂u

]T.
In contrast to the first set, the second rotation matrix, which accounts for the 

J2-effect perturbations, can be used for both Keplerian and non-Keplerian orbits 
[27]:

where hc,in = r×
c,in

vc,in denotes the inertial orbital angular momentum of the chief 
spacecraft as one of the fundamental constants of the orbital motion which specifies 
the orbital plane. In this paper, the abovementioned rotation matrices are employed, 

(34)fLtz,in ≅ q̂
(
vd,in − �×

⊕,in
rd,in

)×

bin

(35)rd,in = rc,in + �in = rc,in +Rin−hl�hl

(36)vd,in = vc,in + �̇�in = vc,in + Ṙin−hl𝝆hl +Rin−hl�̇�hl

(37)Rin−hl(t) = Rz(û)Rx(î)Rz(Ω̂)

(38)Ṙin−hl(t) = −�×
hi
Rin−hl(t)

(39)Rin−hl(rc,in, vc,in) =

�
rc,in

‖rc,in‖
h×
c,in

rc,in
���h

×
c,in

rc,in
���

hc,in

‖hc,in‖
�T

(40)

Ṙin−hl =

⎡⎢⎢⎢⎣
vc,in

‖rc,in‖ −
rT
c,in

vc,inrc,in

‖rc,in‖3

⋅

�����

(h×
c,in

rc,in)
���h

×
c,in

rc,in
���

−
(h×

c,in
rc,in)

T

⋅

�����

(h×
c,in

rc,in)(h
×
c,in

rc,in)

���h
×
c,in

rc,in
���
3

hc,in

‖hc,in‖ −
hT
c,in

hc,inhc,in

‖hc,in‖3

⎤⎥⎥⎥⎦

T
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respectively, for control design (where the reference orbit is assumed to be Keple-
rian) and numerical simulations (which consider the J2-effect perturbations). Fur-
thermore, a non-tilted dipole model of the geomagnetic field as described in [29] is 
also used in this paper to estimate the inertial magnetic field vector, bin.

The relative dynamics characterizing the orbital motion of the deputy spacecraft 
with respect to the chief satellite in the ECI frame can be now developed in terms of 
rc,in and �in by subtracting (29) from (30) as follows:

Omitting the details, the equations of relative motion in the Hill frame accom-
modating the nonlinearity of the differential gravitational accelerations under the 
assumption of a circular Keplerian reference orbit can be thus formulated by [28]:

where x =
[
𝝆T
hl
�̇�T

hl

]T
=
[
x y z ẋ ẏ ż

]T , no denotes the orbital mean motion, and ac 
refers to the semi-major axis for the orbital motion of the chief spacecraft.

Assuming that the chief spacecraft travels in a circular Keplerian reference orbit 
at an altitude of 714  km, the classical orbital elements describing the resultant 
orbital motion are defined as:

where e , �̂� , and t0 refer, respectively, to eccentricity, the argument of perigee, and 
the time of perigee passage.

4  Practical Considerations

With the relative motion dynamics expressed in the Hill frame thus derived, 
the hybrid nonlinear optimal control framework developed in Sect.  2 can be now 
exploited to accomplish the main objective; that is, to maintain bounded rela-
tive motion between the deputy and chief spacecraft in formation. However, 
the proposed control scheme is structurally restricted to serve as a regulator and, 
in consequence, all the components of the state and control must converge to 
zero as time approaches to tf . In order to employ the control architecture in ques-
tion for tracking control synthesis, a change of variables must take place for both 
state and control vectors. With this objective in view, error variables of the form 
x̃ = x − xdes and ũ = u − uss corresponding to state and control vectors, where 
xdes =

[
xdes ydes zdes ẋdes ẏdes żdes

]T denotes the desired trajectory and uss 

(41)

�̈�in = r̈d,in − r̈c,in

= −
𝜇⊕

‖‖rc,in + 𝝆in
‖‖3

(rc,in + 𝝆in) +
𝜇⊕

r3
c

rc,in + f pb,in(rc,in + 𝝆in) − f pb,in(rc,in) + fLtz,in + f imp,in

(42)

ẍ − 2noẏ − 3n2
o
x − (3𝜇⊕

/
2a4

c
)(y2 + z2 − 2x2) = fLtz,x,hl + fimp,x,hl

ÿ + 2noẋ − (3𝜇⊕

/
a4
c
)xy = fLtz,y,hl + fimp,y,hl

z̈ + n2
o
z − (3𝜇⊕

/
a4
c
)xz = fLtz,z,hl + fimp,z,hl

{
ac , e , î, Ω̂ , �̂� , t0

}
= {7092 km , 0 , 3◦, 0, 0, 0}
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represents the control input in the steady-state phase, are first defined, and the rel-
ative dynamics represented by (42) are then rewritten in terms of relative errors. 
Defining x̃ =

[
x1 x2 x3 x4 x5 x6

]T
=
[
x̃ ỹ z̃ ̇̃x ̇̃y ̇̃z

]T , the resultant nonlinear 
dynamics characterizing the relative motion of the deputy spacecraft with respect 
to the chief satellite in the Hill frame can be thus formulated in a state-space repre-
sentation with continuous-time and discrete-time system functions of the following 
form:

where uct,ss and uds,k,ss , which correspond to the continuous-time and discrete-time 
control inputs in the steady-state phase, respectively, can be computed according to 
(42) as follows:

with

(43)

f ct(x̃, t) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x4

x5

x6

3n2
o
(x1 + xdes) + (3𝜇⊕

�
2a4

c
)
�
−2(x1 + xdes)

2 + (x2 + ydes)
2 + (x3 + zdes)

2
�
+ 2no(x5 + ẏdes) − ẍdes

(3𝜇⊕

�
a4
c
)(x1 + xdes)(x2 + ydes) − 2no(x4 + ẋdes) − ÿdes

(3𝜇⊕

�
a4
c
)(x1 + xdes)(x3 + zdes) − n2

o
(x3 + zdes) − z̈des

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡⎢⎢⎣

03×1

Rin−hl(rc,in, vc,in)
�
vd,in

��x=xdes − �×
⊕,in

rd,in
��x=xdes

�×

bin(rc,in)

⎤⎥⎥⎦
uct,ss

(44)gct(x̃, t) =

⎡⎢⎢⎣

03×1

Rin−hl(rc,in, vc,in)
�
vd,in − �×

⊕,in
rd,in

�×

bin(rc,in)

⎤⎥⎥⎦

(45)f ds(x̃
−
k
, tk) = f ds(x̃

−
k
) = x̃−

k

(46)gds(x̃
−
k
, tk) = gds =

[
03×3
13×3

]

(47)uct,ss = (gT
ss
gss)

−1gT
ss
f ss

(48)uds,k,ss = (gT
ds
gds)

−1gT
ds

(
xdes(t

+
k
) − xdes(t

−
k
)
)

(49)f ss(t) =

⎡⎢⎢⎢⎣

ẍdes − 2noẏdes − 3n2
o
xdes − (3𝜇⊕

�
2a4

c
)(y2

des
+ z2

des
− 2x2

des
)

ÿdes + 2noẋdes − (3𝜇⊕

�
a4
c
)xdesydes

z̈des + n2
o
zdes − (3𝜇⊕

�
a4
c
)xdeszdes

⎤⎥⎥⎥⎦
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As with any tracking control synthesis, the main control objective here is to main-
tain bounded relative motion between spacecraft in formation by tracking a desired 
trajectory while simultaneously rejecting external perturbations. One particular 
formation of interest, as a desired trajectory candidate, can be defined by the exact 
solution to the Hill-Clohessy-Wiltshire (HCW) equations of the following form [6]:

The HCW equations, in fact, model the uncontrolled relative motion dynamics 
under the three fundamental assumptions: the linearized differential gravitational 
accelerations, a circular reference orbit, and the spherical Earth (without J2-effect 
perturbations) [28]. As an interesting character of the trajectory resulted from the 
HCW equations, the derived relative orbit reduces to a circular orbit when projected 
on the y–z plane of the Hill frame, hence termed the projected circular relative 
orbits (PCRO) [6, 28]. The PCRO solutions represented in the following are there-
fore selected in this paper as a desired trajectory to be followed by the deputy space-
craft to attain mission objectives:

with

(50)gss(t) = Rin−hl(rc,in, vc,in)
(
vd,in

||x=xdes − �×
⊕,in

rd,in
||x=xdes

)×

bin(rc,in)

(51)

⎧
⎪⎨⎪⎩

ẍ − 2noẏ − 3n2
o
x = 0

ÿ + 2noẋ = 0

z̈ + n2
o
z = 0

(52)xPCRO(t) =
[
xPCRO yPCRO zPCRO ẋPCRO ẏPCRO żPCRO

]T

(53)xPCRO(t) = (RPCRO

/
2) sin(not + �0)

yPCRO(t) = RPCRO cos(not + �0)

Fig. 2  Snapshot of formation 
flight involving 8 deputy space-
craft with �0,1 at the perigee of 
the chief spacecraft [28]
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where RPCRO determines the size of the relative orbit and �0 denotes an initial phase 
angle. In this regard, each deputy spacecraft in formation is assigned a unique �0 . 
Figure 2 depicts a schematic representation of 8 deputy spacecraft in formation with 
�0,1 at the perigee of the chief spacecraft.

With the system functions describing the hybrid nonlinear time-dependent 
dynamical system in question thus discussed, three important structural parameters, 
the judicious selection of which is required to accurately approximate the value 
function in each subsystem, remain to be determined:

• A compact set that contains the origin as an interior point and is preferably sym-
metric about it,

• A set of basis functions that can adequately approximate the value function, and
• A set of collocation points that are located inside and on the boundaries of the 

compact set.

The compact set (or stability region or a bounded domain of the state space), 
� , is defined as the domain of possible values for the state. � can be determined 
according to kinematical or practical limitations of the system, together with the 
likely deviation of the system state from its nominal value of zero. Since both 
relative error position and velocity vectors are free to deviate from their nominal 
value of zero, their domain of possible values is accordingly elected on the basis 
of practical considerations as follows:

where x1 to x3 and x4 to x6 are expressed, respectively, in m and m∕s.
Proper selection of the basis functions is critical to design of the nonlinear opti-

mal controllers. Two important requirements pertaining to the structure and number 
of basis elements, namely characteristic and quantity requirements, must be sat-
isfied in order to make an appropriate choice of basis functions. The main objec-
tive being pursued by the characteristic requirement is to synthesize a controller by 
which the essential nonlinear terms involved in the system dynamics are spanned 
by the basis functions, and hence effectively captured. Basis elements are therefore 
configured such that the constituent linear and nonlinear terms of the system dynam-
ics are incorporated into the optimal control law. The resultant controller therefore 
wields authority to compensate adequately for the nonlinear dynamics of the system. 
Furthermore, the number of the basis elements must be sufficiently large to approxi-
mate the value function with sufficient accuracy (quantity requirement). In addition 
to the characteristic and quantity requirements stressed in the preceding, appropriate 
selection of basis functions must also render ⟨�N ,�N⟩� invertible.

As demonstrated in the literature, polynomials have been proven to serve effec-
tively as basis functions in algorithms where the Galerkin-based projection is used 

zPCRO(t) = RPCRO sin(not + �0)

� =
[
−5000 5000

]
x1

×
[
−5000 5000

]
x2

×
[
−5000 5000

]
x3

×
[
−5 5

]
x4

×
[
−5 5

]
x5

×
[
−5 5

]
x6
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to approximate steady-state versions of the HJB [3, 4] and Hamilton–Jacobi–Isaac 
[5] equations. To the knowledge of the authors, the best way to find appropriate 
selection of basis functions for time-dependent dynamical systems is to commence 
with the quadratic basis elements obtained by the second-order expansion of the sys-
tem state, eliminating those terms whose corresponding control gains are either zero 
or very small as compared to the other terms. The remaining quadratic basis ele-
ments must be then augmented by further higher-order terms to capture the essential 
nonlinear dynamics of the system. Due to multiplication of gT

ct
(x , t) and gT

ds
(xk , tk) 

with JT
x

(
�N(x)

)
 in the configuration of the proposed optimal control laws, these 

additional higher-order basis elements must be selected such that their partial deriv-
atives with respect to gain-effective states (those states which correspond to nonzero 
elements of gct and gds , thereby contributing substantially to preserve nonzero con-
trol gains) result in functions of the states desired to ultimately appear in the above-
mentioned control laws in order to capture the dominant nonlinear dynamics of the 
system. By increasing the number of basis elements in a manner consistent with 
the characteristic requirement, VN(x , t) gradually approaches to V(x , t) . At a certain 
number of basis elements, the performance index ultimately converges and, in con-
sequence, the quantity requirement is fulfilled, i.e., VN ≅ V  . Henceforth, any further 
increase in the number of basis elements yields insignificant improvement in the 
system performance at the expense of computational cost. This process requires a 
deep understanding of the dynamical behavior of the system in question, as well as 
some trial and error.

By considering the structure of gct(x̃, t) and gds(x̃k , tk) for the hybrid formation 
flight control system being developed, as represented in (44) and (46), x4 , x5 , and x6 
serve as the gain-effective states for this dynamical system. Therefore, any basis ele-
ment involving either x4 , x5 , and x6 (or their combinations) will ultimately emerge 
in the nonlinear optimal control law as demonstrated below for the continuous-time 
subsystem:

where g4 , g5 , and g6 represent nonzero elements of gct . Basis elements must be 
therefore selected such that their partial derivatives with respect to x4 , x5 , and x6 
give rise to functions of x̃ desired to be incorporated into the optimal control law. 
Due to the presence of five nonlinear terms in the relative error dynamics, namely 
x2
1
 , x2

2
 , x2

3
 , x1x2 , and x1x3 , the quadratic basis elements obtained by the second-order 

expansion of the relative error states must be therefore augmented by additional 
higher-order terms to capture the aforementioned nonlinear terms, while simultane-
ously guaranteeing the accuracy of the approximation. To this end, x2

1
x2x4 , x22x

2
5
 , and 

x1x
2
3
x6 , among all possible choices, are appended to the resultant quadratic basis 

u∗
ct
(x̃ , t) = −

1

2
R−1
ct

�
0 0 0 g4 g5 g6

�⎡⎢⎢⎢⎣

𝜕𝜙1

𝜕x1
⋯

𝜕𝜙N

𝜕x1
⋮ ⋮
𝜕𝜙1

𝜕x6
⋯

𝜕𝜙N

𝜕x6

⎤
⎥⎥⎥⎦

⎡⎢⎢⎣

c∗
1
(t)

⋮

c∗
N
(t)

⎤⎥⎥⎦

= −
1

2
R−1
ct

�
g4

𝜕𝜙1

𝜕x4
+ g5

𝜕𝜙1

𝜕x5
+ g6

𝜕𝜙1

𝜕x6
⋯ g4

𝜕𝜙N

𝜕x4
+ g5

𝜕𝜙N

𝜕x5
+ g6

𝜕𝜙N

𝜕x6

�⎡⎢⎢⎣

c∗
1
(t)

⋮

c∗
N
(t)

⎤⎥⎥⎦



 Journal of Optimization Theory and Applications

1 3

elements to endow the tracking feedback optimal controller with enhanced capabili-
ties to compensate adequately for the system nonlinearities. In view of the preced-
ing guidelines, the following 24 basis elements are consequently elected for the for-
mation flight control system in question to satisfy both characteristic and quantity 
requirements:

A suitable set of collocation points x̄ = row
m

{
x̄m

}
 , where x̄m ∈ ℝ

6 and 
m = 1, ..., 24 , is also necessary to synthesize the discrete-time optimal controller. Col-
location points can be selected from the entire compact set excluding the origin, pro-
vided that the rank condition required to produce an invertible �k(x̄) in (25) is 
satisfied.

Furthermore, the following set of firing time instants, the application of which sug-
gests satisfactory performance for the formation flying control system in question, is 
selected; that is, eight equally spaced impulses per orbit ( K = 8 ) in terms of true anom-
aly beginning at �1 = 10◦:

where �1 denotes the true anomaly at which the first impulse is applied.
In addition to the structural parameters discussed in the preceding, two ingre-

dients are essentially required to implement the proposed hybrid feedback track-
ing controller: the time-varying control gains and the true relative state vector of 
the deputy spacecraft with respect to the chief satellite. Whereas the former must 
be calculated prior to implementation, the latter is estimated onboard. Once C∗

N
(t) 

are determined through solving (27) in an interacting manner, they can be used in 

�N(x̃) =
{
x2
1
, x1x2 , x1x3 , x1x4 , x1x5 , x1x6 , x

2

2
, x2x3 , x2x4 ,

x2x5 , x2x6 , x
2

3
, x3x4 , x3x5 , x3x6 ,

x2
4
, x4x5 , x4x6 , x2

5
, x5x6 , x

2

6
, x2

1
x2x4 , x

2

2
x2
5
, x1x

2

3
x6

}

{
�1, … , �K

}
=
{
�1 , �1 + (360◦∕K) , … , �1 + (K − 1)(360◦∕K)

}
�1=10

◦, K=8

= {10◦, 55◦, 100◦ , 145◦, 190◦, 235◦, 280◦, 325◦}

Fig. 3  Periodic evolution of hybrid optimal control gains associated with x4x5 and x2
5
 in accordance with 

system dynamics
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conjunction with the foregoing true relative state vector to construct the feedback 
tracking controller and run in real time.

Due to intimate connection between state-dependent basis functions, 
{
�j(x)

}N

1
 , 

and time-dependent control gains, 
{
c∗
j
(t)
}N

j=1
 , in forming a discretized representa-

tion of V(x , t) , each c∗
j
(t) evolves in complete harmony with the character of its 

entangled basis element �j(x) , while simultaneously duplicating the system 
dynamics in an intimate manner. As the relative error dynamics involve a peri-
odic function, namely gct comprised of the Earth magnetic field vector, the time-
varying control gains evolve periodically in compliance with the system periodic-
ity. Owing to the very periodic nature of the optimal control gains, Fourier series 
[17] can be thus employed to approximate the steady-state part of C∗

N
(t) by dis-

carding their initial transient phase coming backward from tf . As a direct conse-
quence, not only is the storage memory requirement significantly reduced via 
storing the Fourier-based approximate coefficients, instead of the entire time his-
tory of C∗

N
(t) , onboard; but C∗

N
(t) are also no longer restricted to the time interval 

from 0 to tf (defined by the user for control design). The resultant optimal control 
gains can be therefore extended globally to any desired operating time of an arbi-
trary length, hence global asymptotic performance. Figure 3 illustrates the peri-
odic evolution of the optimal control gains corresponding to two randomly 
selected basis elements, namely x4x5 and x2

5
 , over time for the hybrid nonlinear 

formation flight control system.

5  Numerical Simulations

The tracking performance of the hybrid nonlinear optimal controller developed 
in Sect.  2 is evaluated in this section via numerical simulations for formation 
flight involving a relative orbit of the size 10 km configured at the perigee of the 
chief spacecraft, i.e., RPCRO = 10 km and �0 = 0 . The main objective here is to 
synthesize a hybrid pair of feedback tracking control inputs to maintain bounded 
relative motion between the deputy and chief spacecraft in formation flight in 
the presence of two factors; the J2-effect perturbations, which cause formation to 
drift apart over time, and large initial conditions, which produce a secular growth 
in the relative motion, hence unbounded departure from the desired trajectory. 
To this end, the hybrid set of optimal control gain equations given by (27) is first 
fed by appropriate ingredients and then solved in an interacting manner for C∗

N
(t) . 

The resultant optimal control gains are subsequently injected into both continu-
ous-time and discrete-time portions of the hybrid optimal control law represented 
by (28). Proceeding to the simulation phase, the exact differential equations of 
motion characterizing the non-Keplerian inertial orbital motion of the chief and 
deputy spacecraft in formation under the influence of the J2-effect orbital per-
turbations, i.e., (29) and (30) written in a coupled state-space representation, are 
then integrated forward simultaneously using a RK4 solver [17].

With the structural parameters � , �N(x̃) , x̄ , and firing time instants thus deter-
mined, weighting functions acting on the relative error state and error control 
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remain to be appropriately selected. In harmony with the hybrid LQR scheme, the 
following quadratic functions are thus selected to weight, respectively, continu-
ous evolution and instantaneous changes in the relative error state:

where Qct = QT
ct
∈ ℝ

n×n ≥ 0 and Qds = QT
ds
∈ ℝ

n×n ≥ 0 . Aiming to adjust the 
Hill-frame-related error variables acting on the deputy spacecraft, the following 
weighting matrices are therefore elected to provide a trade-off between the speed 
of response and the control effort in accordance with the control objectives, thereby 
obtaining satisfactory performance:

Preparatory to evaluating the performance of the hybrid feedback tracking con-
troller in question, the initial conditions acting on the position and velocity vec-
tors of the chief spacecraft, rc,in,0 and vc,in,0 , respectively, are first determined by 
numerically solving Kepler’s equation, given the initial orbital parameters of the 
chief spacecraft. Feeding Rin−hl and Ṙin−hl with rc,in,0 and vc,in,0 , the initial condi-
tions on the deputy spacecraft, i.e., the initial conditions affecting the relative 
motion, are then obtained by:

Denoting the initial offset of the deputy spacecraft from the desired trajectory as [
�𝝆T

h,0
��̇�T

h,0

]T
 , the initial relative coordinates expressed in the Hill-frame can be 

then set to:

Therefore, the initial conditions acting on the exact equations of motion charac-
terizing the coupled nonlinear dynamics of the chief and deputy spacecraft are given 
by 

[
rT
c,in,0

vT
c,in,0

rT
d,in,0

vT
d,in,0

]T.
In order to evaluate the tracking performance of the proposed hybrid nonlin-

ear optimal control architecture, a Lorentz-based LQR tracking controller is also 
designed and tested in this section, using an identical set of design parameters and 
initial conditions, by considering the linearized relative equations of motion with the 
following system and control input matrices:

lct(x̃) = x̃TQctx̃, lds(x̃
−
k
) = x̃−

T

k
Qdsx̃

−
k

Qct = diag( 10 10 10 103 103 103 ), Rct = 5 × 109

Qds = diag( 10 10 10 103 103 103 ), Rds = diag( 5 × 108 5 × 108 5 × 108 )

rd,in,0 = rc,in,0 + 𝝆in,0 = rc,in,0 +Rin−hl(rc,in,0, vc,in,0)𝝆hl,0

vd,in,0 = vc,in,0 + �̇�in,0 = vc,in,0 + Ṙin−hl(rc,in,0, vc,in,0)𝝆hl,0 +Rin−hl(rc,in,0, vc,in,0)�̇�hl,0

[
𝝆T
hl,0

�̇�T

hl,0

]T
= xPCRO(0) +

[
�𝝆T

hl,0
��̇�T

hl,0

]T
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Furthermore, the following root-mean-square (RMS) norms are also defined and 
computed over 15 orbits to quantitatively assess the functionality of the proposed 
hybrid controller as opposed to the LQR control scheme:

wherein T  defines the orbital period. In this regard, the RMS norms of relative posi-
tion error,‖‖x̃hl‖‖ , and impulsive force,‖‖‖f imp

‖‖‖ , can be used as important criteria for 
high precision and efficient fuel formation, respectively. By adjusting the size of the 
diagonal terms of the aforementioned weighting matrices, a trade-off between track-
ing error accuracy and fuel expenditure can be therefore balanced to achieve high 
precision formation with low fuel requirements.

In the first attempt, each feedback tracking controller experiences undemanding 
initial conditions with no initial offset, i.e., �𝝆hl,0 = ��̇�hl,0 = 03×1 . The simulation 
results are shown in Figs.  4, 5, and 6 and Table  2. Figure  4 depicts the resultant 
tracking performance for both optimal controllers when the initial offset is zero. 
As is obvious, the linear Lorenz-based controller deviates slightly from the desired 
trajectory over the operating time even for these undemanding initial conditions. 
On the contrary, the control system equipped with a hybrid architecture tracks the 

A
ct
(t) = A

ct
=

⎡
⎢⎢⎢⎣

03×3 13×3
3n2

o
0 0

0 0 0

0 0 −n2
o

0 2n
o
0

−2n
o

0 0

0 0 0

⎤
⎥⎥⎥⎦

B
ct
(t) =

�
03×1

R
in−hl(rc,in, vc,in)

�
v
c,in − �×

⊕,in
r
c,in

�×

b
in
(r

c,in)

�

��x̃hl�� =

�
∫ 15T

0
x̃T
hl
(t)x̃hl(t)dt

15T
(m),

��� ̇̃xhl
��� =

�
∫ 15T

0
̇̃x
T

hl
(t) ̇̃xhl(t)dt

15T
(m/s)

‖q̂‖ =

�
∫ 15T

0
ũ∗

2

ct (t)dt

15T
(C/kg),

���f imp
��� =

�∑K

k=1
(ũ∗

T

ds,k
ũ∗
ds,k

)

K
(N ⋅ s/kg)

Fig. 4  Tracking performance for PCRO: hybrid nonlinear (left column) and Lorentz-based LQR (right 
column) control schemes for zero initial offset
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PCRO trajectory perfectly. Furthermore, Fig.  5 illustrates how the relative state 
errors evolve over 5 orbits when each of the abovementioned optimal controllers is 
utilized. Whereas the relative position and velocity errors are insignificant for the 
hybrid control scheme, they are widely oscillating about the zero state errors in the 
x and y directions with unbounded growth in the z direction for the single-mode 
Lorentz-based controller. This obviously shows that the control system which only 
employs the Lorentz force as a means of actuation is uncontrollable in the z direc-
tion for this specific choice of inclination.

Shown in Fig. 6, the Lorentz (continuous-time) and impulsive control inputs are 
plotted. As can be seen, a noticeable reduction in the specific charge pertinent to the 
proposed hybrid control scheme is obvious as opposed to the LQR controller.

Fig. 5  Relative position (left column) and velocity (right column) errors over 5 orbits for hybrid nonlin-
ear and Lorentz-based LQR control schemes with zero initial offset
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Summarized in Table 2, a quantitative assessment for the parameters character-
izing the tracking performance of both controllers is presented. As can be observed, 
the quantities associated with the proposed hybrid control architecture are signifi-
cantly enhanced as compared to the Lorentz-based LQR controller. For instance, the 
performance index and the specific charge experience, respectively, considerable 
improvement of 99.85 and 96.58 percent over 15 orbits.

Fig. 6  Estimation of required electrostatic charge (left column) and impulsive thrusts (right column) for 
hybrid and Lorentz-based control schemes with zero initial offset

Table 2  Functional performance of hybrid nonlinear optimal control scheme in comparison to Lorentz-
based LQR controller with zero initial offset

Parameters J ‖‖x̃h‖‖ m
‖‖‖ ̇̃xh

‖‖‖ m/s ‖q̂‖ C∕kg ‖‖‖f imp
‖‖‖ N ⋅ s∕kg

Hybrid nonlinear 5.56 × 108 1.96 × 101 2.66 × 10−2 1.92 × 10−4 5.72 × 10−2

Lorentz linear 3.76 × 1011 6.37 × 102 9.56 × 10−1 5.62 × 10−3 –
Improvement 99.85% 96.92% 97.22% 96.58% –

Fig. 7  Tracking performance for PCRO: hybrid nonlinear (left column) and Lorentz-based LQR (right 
column) control schemes for considerable nonzero initial offset from the desired trajectory



 Journal of Optimization Theory and Applications

1 3

In the next attempt, the intended formation establishment is assumed to start with 
a considerable initial offset from the desired trajectory as follows:

The simulation results exhibiting how the exact equations of relative motion react 
to the J2-effect perturbations and the initial conditions involving nonzero initial 
offset are presented in Figs.  7, 8 and 9 and Table  3. Figure  7 shows the tracking 
performance of the hybrid and Lorentz-based controllers for a PCRO-based desired 
trajectory. As is apparent, the tracking performance for the hybrid control architec-
ture is significantly improved as compared to the Lorentz-based controller. Whereas 
the hybrid controller perfectly tracks the desired trajectory, the Lorentz-based linear 
controller exhibits inferior performance, undergoing a considerable deviation from 
the desired PCRO over 15 orbits.

The evolution of the Lorentz (continuous-time) and impulsive control inputs are 
also plotted in Fig. 8, where a considerable reduction in the specific charge corre-
sponding to the hybrid controller in contrast to the Lorentz-based scheme is obvious. 
Eliminating excessive load on Lorentz-based actuators, the feasibility of the Lor-
entz-augmented formation flight control system can be thus facilitated.

Furthermore, the time histories of relative position and velocity errors for both 
control frameworks in question are depicted in Fig. 9 over 3 orbits. As is evident, 
the relative state settles to the desired trajectory immediately after impulsive thrusts 
are collaboratively utilized with the Lorentz-based actuation, causing the state errors 
to converge to zero, which in consequence demonstrates satisfactory tracking per-
formance of the proposed hybrid control architecture in terms of settling time and 
overshoot with relative state errors settling within one orbit. For the Lorentz-based 
controller, however, the relative state errors are still significantly large with a secular 
growth in the z direction due primarily to uncontrollability along this specific axis. 
This obviously justifies use of an auxiliary actuation mechanism for the Lorentz-
augmented formation flight control system.

[
�𝝆T

h,0
��̇�T

h,0

]T
=
[
1000 m 1000 m 1000 m 0.1 m∕s 0.1 m∕s 0.1 m∕s

]T

Fig. 8  Estimation of required electrostatic charge (left column) and impulsive thrusts (right column) for 
hybrid and Lorentz-based control schemes with nonzero initial offset
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Summarized in Table 3, a quantitative assessment for the tracking performance 
of both hybrid and single-mode feedback controllers is presented. As is apparent, 

Fig. 9  Relative position (left column) and velocity (right column) errors over 3 orbits for hybrid nonlin-
ear and Lorentz-based LQR control schemes with nonzero initial offset

Table 3  Functional performance of hybrid nonlinear optimal control scheme in comparison to Lorentz-
based controller with nonzero initial offset

Parameters J ‖‖x̃h‖‖ m ‖‖‖ ̇̃xh
‖‖‖ m/s ‖q̂‖ C∕kg ‖‖‖f imp

‖‖‖ N ⋅ s∕kg

Hybrid nonlinear 1.83 × 1010 1.23 × 102 2.04 × 10−1 1.18 × 10−3 2.62 × 10−1

Lorentz linear 7.96 × 1012 2.83 × 103 4.98 × 100 4.21 × 10−2 –
Improvement 99.77% 95.65% 95.90% 97.19% –
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the quantities associated with the hybrid nonlinear control synthesis are significantly 
improved in comparison with the Lorentz-based controller with, for instance, the 
performance index and the specific charge decreasing by 99.77 and 97.19 percent, 
respectively, over 15 orbits. Moreover, the feasibility of the proposed hybrid con-
troller in terms of actively modulated charges is also demonstrated with a required 
specific charge on the order of 1.18 × 10−3 kg∕C , which lies within the generally 
acceptable range proposed in [13, 14] as a near-term feasible value for LEOs.

6  Conclusion

In this paper, an optimal control design framework for hybrid nonlinear time-
dependent dynamical systems involving an interacting amalgam of continuous-time 
and discrete-time dynamics has been developed. A hybrid computational framework 
involving two numerical schemes was proposed to solve the hybrid version of the 
Hamilton–Jacobi–Bellman (HJB) equation with time-dependency in an interact-
ing manner. The resultant control design framework was then applied to spacecraft 
formation flying establishment under the action of the Lorentz force and impulsive 
thrusting. The outcome was a hybrid optimal pair of Lorentz and impulsive control 
inputs which alternated between continuous-time and discrete-time subsystems at an 
appropriate sequence of time instants to collaboratively maintain bounded relative 
motion between spacecraft in formation flight. As a consequence, not only were the 
uncontrollability issues pertinent inherently to the Lorentz-actuated control systems 
effectively resolved, but use of both continuous-time and impulsive control inputs 
was also optimized. Furthermore, the simulation results demonstrated the supe-
riority of the proposed control architecture in terms of tracking performance and 
required control usage as compared to a Lorentz-based linear controller in addition 
to its feasibility in terms of actively modulated charges.
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