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Abstract

This paper proposes an analytical solution of removing end-of-life GEO satellites to the GEO graveyard region using solar radiation
pressure (SRP) and impulsive thrusts. The dynamic model of a GEO satellite equipped with a solar sail is first built upon the magnitude
comparisons of different accelerations exerted on the satellite. Then the dynamic system is constructed based on the Gauss’s Variation of
Parameter (VOP) equations, and linearized along a nominal trajectory. Control angles of the sail and impulsive thrust vectors are gen-
erated using the proposed optimal hybrid disturbance-accommodation tracking maneuvers. Simulations indicate that, to remove a satel-
lite in 360 days using only SRP with the proposed method, a minimal area-to-mass (A/M) ratio of 0.13 m2=kg is required. When the A/M
ratio of spacecraft is smaller than the minimal value, impulsive thrusts are applied to assist the removal process. For a satellite with an
A/M ratio of 0.1 m2=kg, a total impulse of 10.5 m=s is required.
� 2020 COSPAR. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Geostationary Earth Orbit (GEO), an equatorial circu-
lar orbit with a radius of about 42164.5 km, is a precious
and limited orbit resource. Satellites in GEO remain sta-
tionary to the rotating Earth, which makes GEO very
favorable for communication, navigation, and Earth-
observation missions. However, during the last 50 years
of use, GEO has become more and more crowded. The
‘‘Galaxy 15 incident” (Allen, 2010) implies that, without
further orbit control, nonfunctional satellites may drift
because of luni-solar disturbances, allowing them to wan-
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der the GEO belt and threaten active satellites
(Rosengren et al., 2015).

The increasing population of GEO debris has been
alarming in recent years (Anselmo and Pardini, 2008;
Johnson, 2012; Anderson and Schaub, 2014). The latest
annual report ‘‘Classification of Geosynchronous Objects”
(ESA, 2018) published by European Space Agency (ESA)
indicates that the number of all the known space debris
in the geosynchronous region has been increasing since
2001, and exceeded 1000 in 2018. Debris takes up about
70% of the total object amount, and about 3/4 of them
reside in drift orbits. The report also shows that the debris
in drift orbits are oscillating around GEO, causing enor-
mous risk for operational satellites. Collision probability
analysis in geosynchronous orbits (McKnight and Di
Pentino, 2013; Frey et al., 2017; Oltrogge et al., 2018)
shows that the collision probability between debris and
operational satellites cannot be underestimated. The latest
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collision likelihood assessment (Oltrogge et al., 2018) indi-
cates that the collision probability in the GEO ring is as
much as four orders of magnitude higher than previously
believed. A collision is likely to occur every 4 years for
one satellite out of the entire GEO active satellites against
a 1 cm Resident Space Object (RSO), and every 50 years
against a 20 cm RSO. Furthermore, the relative collision
velocities can be as high as 4 km/s.

To encounter the severe situation, the Inter-Agency
Space Debris Coordination Committee (IADC) published
Space Debris Mitigation Guidelines (IADC, 2007) in
2007, aimed at limiting the generation of space debris in
the environment. According to the guidelines, the GEO
protected region (Table 1) should be protected in respect
of space debris generation. End-of-life satellites in GEO
should be maneuvered far enough above GEO so as not
to interfere with the GEO protected region. Studies
(Chao, 1998; Gopinath and Ganeshan, 2005) have found
that fulfilling the two conditions in Table 2 (which also
define the GEO graveyard region) at the end of disposal
will ensure an orbit that remains above the GEO protected
region. Only about 40% of end-of-life GEO satellites have
been successfully re-orbited to the GEO graveyard orbits
(ESA, 2018).

The current GEO debris mitigation technique can be
classified into four categories, namely, removing debris
using thrusts, SRP, ion-beam irradiation, and laser system.

ESA has issued the Robotic Geostationary Orbit
Restorer (ROGER) (Kassebom, 2003; ESA, 2003) system
in 2003. The re-orbit mission is achieved by first capturing
inactive satellites with a net or tethered gripper, then pull-
ing them into the graveyard orbits. The ROGER system
has a launch mass of 3,500 kg and a propellant mass of
about 2700 kg. It is designed to re-orbit up to 30 debris,
with 2–3 months for each one. To avoid hard-contact
between re-orbiter and debris when debris is
Table 1
The GEO protected region.

Property Requirement

GEO 35786 km
Upper bound GEO + 200 km
Lower bound GEO � 200 km
Inclination [�15�, þ15�]

Table 2
The GEO graveyard region.

Property

Perigee
altitude

A minimum increa

235 km: the sum of the upper altitude of the GEO protect
potential perturbations (35 km) CR : the solar radi

Eccentricity
non-cooperative (i.e. large or rotating), Schaub proposed
the Geosynchronous Large Debris Re-orbiter (GLiDeR)
(Schaub and Moorer, 2012) in 2012. GLiDeR uses active
charge emission to raise its own absolute potential to 10s
of kilovolts and, in addition, directs a stream of charged
particles at the debris to increase its absolute potential.
In a puller configuration the opposite polarity of the debris
creates an attractive force between the GLiDeR and the
debris. Preliminary analysis shows that a 1000 kg debris
object can be re-orbited over 2–4 months.

Borja first demonstrated the feasibility of using SRP as a
propulsion source to re-orbit three-axis stabilized GEO
satellites to the GEO graveyard region in 2006 (Borja
and Tun, 2006). Kelly proposed the TugSat (Kelly et al.,
2018) concept in 2018. A 50 kg CubeSat equipped with
an 800 m2 solar sail is used to re-orbit a 1000 kg nonfunc-
tional satellite. Re-orbiting is accomplished by first increas-
ing the apogee and raising the semi-major axis 350 km
above the GEO altitude, then reducing the eccentricity of
the orbit to zero and releasing the payload. Simulation
shows that it takes about one year for TugSat to re-orbit
a 1000 kg satellite.

Ion-beam irradiation has been proven as an effective
way of space debris removal (Bombardelli and Pelaez,
2011; Merino et al., 2013). Kitamura proposed an ion-
beam re-orbiter in 2014 (Kitamura et al., 2014). The re-
orbiter, equipped with two ion engines, first approaches a
debris object, then an ion-beam exhausted from one of
the ion engines irradiates and directly pushes the debris
to graveyard orbits. The other engine on the opposite side
is operated so that the re-orbiter follows the debris during
the re-orbiting process. Preliminary analysis shows that six
debris objects can be re-orbited in 170 days. The re-orbiter
has a launch mass of 2500 kg, and requires 7 kW of total
power, 31 kg of Xenon propellant and 808 kN � s of total
impulse.

In 2016, Phipps proposed a space-borne laser system to
re-orbit GEO space debris to graveyard orbits (Phipps and
Bonnal, 2016). The laser system, equipped with an electri-
cal propulsion system, follows and remains 10 km west of
the target debris during the whole re-orbit process. Two
laser chasers are located on the same elliptical orbit, with
perigee altitude 300 km above GEO, and apogee altitude
2047 km above GEO, and the two chasers are 180� from
each other. The first station raises the apogee of the debris,
then the second station tends to circularize it. Each station
Requirement

se of 235 kmþ 100 � CR � A=mð Þ

ed region (200 km) and the maximum descent due to luni-solar and geo-
ation pressure (SRP) coefficient A=m : the area to dry mass ratio

0; 0:003½ �
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requires a total power of 36 kW. Preliminary analysis
shows that one derelict GEO satellite can be re-orbited in
75 days.

From the state-of-the-art of end-of-life GEO satellite
removal one can see that removing GEO satellites using
only thrusts uses a large amount of propellant (2700 kg
in the ROGER system), while removing using only SRP
requires a large area solar sail (800 m2 in the TugSat). To
avoid the difficulty of deploying and maneuvering a large
area solar sail, and also considering the fact that there will
be a small amount of propellant left when a GEO satellite
fulfills its mission and reaches end-of-life (Pelton and
Jakhu, 2010, Chap 10.4), this works is aimed at proposing
a hybrid removal method which makes use of this small
amount of propellant and also requires a relatively smaller
area for the solar sail.

This work first proposes an analytical solution of
removing end-of-life GEO satellites to the GEO graveyard
region using SRP. When the A/M ratio of satellite is small,
impulsive thrusts are applied to assist the removal process.
The paper is organized as follows. Section 2 presents an
accurate dynamic model of a GEO satellite equipped with
a solar sail. The dynamic system is modelled and linearized
in Section 3, and the linearization is used to derive the opti-
mal hybrid disturbance-accommodation, desired-
trajectory-tracking maneuver in Section 4. Simulations
are presented and analyzed in Section 5, while Section 6
draws conclusions.
2. Spacecraft dynamics

The total acceleration exerted on a GEO satellite can be
described as

€r ¼ €r� þ €r3 þ €rSRP ð1Þ

where €r� denotes the Earth gravitational acceleration,
including the two-body acceleration and Earth gravita-
tional perturbations, €r3 is the third-body (the Sun and
Fig. 1. Maximal accelerations due to diff
Moon) gravitational perturbation, and €rSRP denotes the
acceleration due to SRP.

Earth’s gravitational potential is given by (Vallado,
2013, page 545)

U ¼ u�
r �

u�
r

X1
l¼2

Jl
R�
r

� �l

P l sin/½ �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
zonal harmonics

þu�
r

X1
l¼2

Xl

m¼1

R�
r

� �l

P l;m sin/½ � Cl;m cos mksatð Þ þ Sl;m sin mksatð Þ� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

sectoral and tesseral harmonics

ð2Þ

where u� is the Earth’s gravitational parameter, r the mag-
nitude of the satellite position vector in the Earth Centred
Earth Fixed (ECEF) frame, / and k are the latitude and
longitude of satellite, Pl (P l;m) denotes the conventional (as-
sociated) Legendre polynomials, and J l (Cl;m; Sl;m) are the
zonal (tesseral) harmonics. By taking the gradient of the
total gravitational potential, Earth’s gravitational accelera-
tion in the ECEF frame can be calculated as

€r� ¼ ~OU ¼ @U
@x

~xþ @U
@y

~yþ @U
@z

~z ð3Þ

where ~x;~y;~z denote the unit basis of the ECEF frame. Eq.
(2) can be rewritten as

U ¼ Utwo�body þ UJ2 þ UJ3 þ UJ4 � � �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
zonal terms

þ UJ22 þ UJ31 þ UJ32 þ UJ33 þ UJ41 � � �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
sectoral and tesseral terms

ð4Þ

By varying the latitude of the spacecraft from �90� to
90�, and longitude from 0� to 360�, the maximal magni-
tudes of perturbative accelerations due to different gravita-
tional terms near GEO are calculated and presented in
Fig. 1. It can be seen from Fig. 1 that the magnitudes of
the second order terms of Earth’s gravitational acceleration
are comparable to that of SRP when A/M is around
0:1 km=s2, while the magnitudes of the third order terms
are close to that of SRP when A/M is equal to 0:001 km=s2.
erent gravitational terms near GEO.
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Since the removal time is around one year, even tiny per-
turbations may cause evident drift of orbital elements. To
see this, the drift of the orbital elements in 360 days due
to each gravitational term is simulated and presented in
Fig. 2. From Fig. 2 we see that the J22 term and the J33 term
cause relatively large semimajor axis drift, which reaches
about 11 km and 6 km respectively. The eccentricity drift
caused by the J2 term is more evident than the others,

which is still bounded by 3 � 10�5. The inclination drifts

are all small and bounded by 3 � 10�6 degrees. Considering
the magnitude comparisons in Fig. 1 and the drift of
orbital elements in Fig. 2, this work applies the second
and the third order terms of the Earth’s gravitational
perturbation.

The equation of motion of a three-body system (with the
Earth being the primary body and satellite the secondary
body) is given by (Vallado, 2013, page 574)

€r�sat ¼ � u�~r�sat

r3�sat

þ u3
~rsat3
r3sat3

�~r�3

r3�3

� �
ð5Þ

where u3 is the gravitational parameter of the third-body.

By expanding the ~rsat3
r3
sat3

term in Eq. (5) using Legendre poly-

nomials, Eq. (5) turns into (Vallado, 2013, pp. 575–576)

€r�sat ¼ � u�~r�sat

r3�sat|fflfflfflfflffl{zfflfflfflfflffl}
two�body acceleration

�u3
�~rsat3 3Bþ 3B2 þ B3

� �þ~r�sat

r3�3

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

perturbative acceleration

ð6Þ
where

B ¼
X1
j¼1

P j cos 1½ � r�sat

r�3

� �j

ð7Þ

and 1 is the angle between ~r�3 and ~r�sat. Eq. (7) can be
rewritten as

B ¼ B1 þ B2 þ B3 þ � � �
Bj ¼ P j cos 1½ � r�sat

r�3

	 
j ð8Þ

Taking the Sun and the Moon being the third body, it’s
obvious that r�sat � r�3, which makes jBjj � 1. So the

3B2 þ B3
� �

term in Eq. (6) is neglected when estimating

the magnitude of acceleration caused by each Bj term in
Eq. (8). Let’s denote
Fig. 2. Drift of orbital elements due
~A ¼ �u3
~r�sat

r3�3

~Bi ¼ u3
3 �~rsat3Bi

r3�3

ð9Þ

Varying 1 from 0� to 180�, the magnitude of ~A and the

maximal magnitudes of the ~B terms are calculated and pre-
sented for the Sun and the Moon respectively in Fig. 3.
From Fig. 3(a) we see that, for the Sun, the magnitudes

of ~B1 and ~B2 are comparable to that of SRP, while the

magnitudes of the other ~B terms are at least 4 magnitudes
smaller. It can be seen from Fig. 3(b) that, for the Moon,

the magnitudes of the ~B1 to ~B5 terms are comparable to
that of SRP.

Fig. 4 and Fig. 5 present the drift of orbital elements due

to each ~B term for the Sun and the Moon respectively.
From Fig. 4 one can find that, for the Sun, the semimajor

axis and eccentricity drifts due to the ~Bj terms are bounded

by 0.05 km and 2 � 10�5 respectively, while the inclination

drift caused by ~B1 is significant and reaches about 0.26
degrees. Situations are similar for the Moon. From Fig. 5
we see that, for the Moon, the semimajor axis and eccen-

tricity drifts due to the ~Bj terms are bounded by 1.5 km

and 9 � 10�5 respectively, while the inclination drift caused

by ~B1 reaches about 0.5 degrees.
Combining the magnitude comparisons in Fig. 3 and the

drift of the orbital elements in Fig. 4 and Fig. 5, trunca-
tions of the third-body gravitational accelerations are made
in the following manner. For the Sun, this work applies the
~B1 and ~B2 terms. For the Moon, the ~B1; ~B2 and ~B3 terms

are considered when A=M P 0:1 kg=m2, while the ~B4

and ~B5 terms are also taken into consideration when
A=M P 0:001 kg=m2.

The acceleration due to SRP for a perfectly reflecting
solar sail is given by (McInnes, 1999, page 39)

€rSRP ¼ 2P�
A
m

cos2 a

� �
n̂ ð10Þ

where P� denotes magnitude of SRP. P� at 1 AU from the

Sun equals to 4:56	 10�6 N=m2. A=m is the area to mass
ratio of spacecraft, and a denotes the cone angle (the pitch
angle in the 2D case) of the solar sail, which is the angle
between the sail normal vector n̂ and the sun-line vector û.

A satellite in GEO experiences eclipse in the summer
and winter. Only eclipse by the Earth is considered in this
to different gravitational terms.



Fig. 3. Magnitude comparisons of ~A and the maximal ~Bj near GEO.

Fig. 4. Drift of orbital elements due to different ~Bj terms for the sun.
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work. Fig. 6 depicts the basic eclipse geometry. From the
geometric relationships,

sin aumb ¼ R��R�
j~r�j

sin apen ¼ R�þR�
j~r�j

dEV ¼ R�j~r�j
R��R�

dEF ¼ R�j~r�j
R�þR�

ð11Þ
where R� is the radius of the Sun, R� the radius of the
Earth, dEV the distance from Earth to the vertex, and ~r�
denotes the Sun position vector in the Earth Centred Iner-
tial (ECI) frame. Given the satellite position vector~rsat in
the ECI frame, the angle between~rsat and~r� is
�� ¼ arccos
~r� � ~rsat
j~r�jj~rsatj
� �

ð12Þ



Fig. 5. Drift of orbital elements due to different ~Bj terms for the moon.
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Let’s denote

dsatHor dDEð Þ ¼ �j~rsatj � cos �
dsatVer dDGð Þ ¼ �j~rsatj � sin �

ð13Þ

Then the eclipse criterion can be given by

dlenUmb dDMð Þ ¼ dEV � dsatHorð Þ � tan aumb
dlenPen dDNð Þ ¼ dEF þ dsatHorð Þ � tan apen

�
ð14Þ

Thus, from geometry in Fig. 6, the eclipse conditions of
satellite can be determined by

if dsatVer P dlenPen : No eclipse

if dsatVer 6 dlenUmb : In umbra

if dlenUmb < dsatVer < dlenPen : In penumbra

8><
>: ð15Þ
d
dt

a

e

i

0
B@

1
CA ¼

2a2ffiffiffiffiffiffiffiffiffiffiffiffiffi
ua 1�e2ð Þ

p e sin hð Þ 2a2ffiffiffiffiffiffiffiffiffiffiffiffiffi
ua 1�e2ð Þ

p 1þ e cos hð Þð Þ 0ffiffiffiffiffiffiffiffiffiffiffi
a 1�e2ð Þ

u

q
sin hð Þ

ffiffiffiffiffiffiffiffiffiffiffi
a 1�e2ð Þ

u

q
2 cos hð Þþe 1þcos2 hð Þð Þ

1þe cos hð Þ 0

0 0
ffiffiffiffiffiffiffiffiffiffiffi
a 1�e2ð Þ

u

q
cos xþhð Þ
1þe cos hð Þ

0
BBBB@

1
CCCCA

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
denote P a;e;i;tð Þ

f r

f h

f z

0
B@

1
CA ð21Þ
For umbra, P�umb ¼ 0 N=m2. For penumbra, P�pen

equals to

P�pen ¼ P� � S� � SShadow

S�
ð16Þ

where S� is the apparent area of the Sun looking from
satellite, and SShadow denotes the area obscured by the
Earth. This paper applies the cylindrical eclipse shadow
model, from Fig. 7,

y dJKð Þ ¼ R� � x
dlenPen � dlenUmb

ð17Þ

SShadow SOPRQ � SOPQ

� � ¼ h � R2
� � R� R� � yð Þ sin h ð18Þ

Combining Eq. (16), Eq. (17) and Eq. (18), SRP in
penumbra can be calculated as
P�pen ¼ P� � 1� h� 1� y=R�ð Þ sin h
p

� �
ð19Þ

where

h ¼ arccos
R� � y
R�

� �
ð20Þ
3. System modelling

3.1. Equations of motion

The time derivatives of the semimajor-axis (a), eccentric-
ity (e) and inclination (i) are given by the Gauss’s Variation
of Parameter (VOP) equations (Vallado, 2013, Chap 7).
Here f r; f h; f z denote perturbative forces in the Local-
Vertical Local-Horizontal (LVLH , denoted as F o) frame,
and h is the true anomaly of spacecraft.

To express the acceleration due to SRP, a new frame
F s is constructed. As depicted in Fig. 8 (a), axis ŝ1 is
aligned with Sun-line vector (points from the Sun to satel-
lite) û, axis ŝ3 lies in the plane constructed by ŝ1 and ĝ3
(with F g being the ECI frame) and being perpendicular
to ŝ1, and axis ŝ2 completes the right hand rule. From
Fig. 8 (a),
ŝ1 ¼ û

ŝ3 ¼ ĝ3� ĝ3�ûð Þû
jĝ3� ĝ3�ûð Þûj

ŝ2 ¼ ŝ3 	 ŝ1

ð22Þ



Fig. 7. Cylindrical eclipse shadow model.

Fig. 8. Express SRP in the constructed frame F s.

Fig. 6. Eclipse geometry.
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The sail normal vector n̂ in F s is given by Eq. (23),
where a (2 [0�; 90�]) and d (2 [0�; 360�]) are the cone angle
and clock angle of the sail (Fig. 8 (b)). The rotation matrix

from F s to F g is given by CGS ¼~f g �~f Ts . Recall that the
acceleration due to SRP for a perfectly reflecting sail is
equal to 2P� � A=mð Þ � cos2 að Þ � n̂, so the acceleration due
to SRP in F o can be expressed using Eq. (24), where
COP ¼ C3 hð Þ;CPG ¼ C3 xð ÞC1 hð ÞC3 Xð Þ are rotation matri-
ces from the Perifocal Coordinate Frame (denoted as F p)
to F o and from F g to F p respectively.

n̂ ¼
cos a

sin að Þ sin dð Þ
sin að Þ cos dð Þ

0
B@

1
CA ð23Þ
f r

f h

f z

0
B@

1
CA ¼ COPCPGCGS � 2P� � A=mð Þ �

cos3 a

sin að Þ cos2 að Þ sin dð Þ
sin að Þ cos2 að Þ cos dð Þ

0
B@

1
CA
ð24Þ

Substituting Eq. (24) into Eq. (21) yields

d
dt

a

e

i

0
B@

1
CA

|fflffl{zfflffl}
_x

¼
f 1 a; e; i; a; d; tð Þ
f 2 a; e; i; a; d; tð Þ
f 3 a; e; i; a; d; tð Þ

0
B@

1
CA

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
f x;u;tð Þ

¼ 2P� � A=mð Þ � P a; e; i; tð Þ

� C3 hð ÞC3 xð ÞC1 hð ÞC3 Xð ÞCGS �
cos3 a

sin að Þ cos2 að Þ sin dð Þ
sin að Þ cos2 að Þ cos dð Þ

0
B@

1
CA

ð25Þ
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This is a nonlinear and time-varying system, which can
be controlled by a and d. Eq. (24) and Eq. (25) also imply
that when the cone angle a is set to 90�, the acceleration
caused by SRP goes to zero, and the state will remain con-
stant if no disturbance is considered.

3.2. Equilibrium analysis

Setting the derivatives in Eq. (25) to zero yields the fol-
lowing equilibrium points: a ¼ p=2 with no constraint on
d; a; e; i. It implies that, at the equilibrium condition, the
sail is along the sun-line. This makes sense because in this
situation the SRP exerted on the sail is zero, which makes it
a two-body motion; thus the orbital elements remain con-
stant. Linearizing Eq. (25) around the equilibria,

_dxð Þ ¼ Ae tð Þdxþ Be tð Þdu ð26Þ
we have _dxð Þ ¼ 0, where Ae tð Þ ¼ Be tð Þ ¼ 0 are Jacobian
matrices. This implies that the system is not controllable
around the equilibrium points.

3.3. Linearization around a nominal trajectory

A nominal trajectory xn tð Þ is created by prescribing con-

trol input un tð Þ ¼ an tð Þ; dn tð Þ½ �T and simulation time T. The
choice of an tð Þ and dn tð Þ will be discussed later in Section 5.
Along the nominal trajectory, only the control force (SRP)
is considered. Disturbance forces (Earth gravitational per-
turbation and third-body perturbations) are to be accom-
modated later with proper control inputs. The system in
Eq. (25) with disturbance is given by

_x tð Þ ¼ g x; u; d; tð Þ ¼
f 1 x; u; tð Þ
f 2 x; u; tð Þ
f 3 x; u; tð Þ

0
B@

1
CAþ d tð Þ ð27Þ

where d tð Þ ¼ P a; e; i; tð Þf d is the disturbance term, with f d

being the disturbance force vector expressed in F o. Lin-
earizing the system around a nominal trajectory xn tð Þ yields

_dxð Þ ¼ @g

@x
xn; un; dn½ �|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}A tð Þdxþ @g

@u
xn; un; dn½ �|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
B tð Þ

du

þ @g

@d
xn; un; dn½ �dd|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

d tð Þ

ð28Þ

where dx ¼ x� xn; du ¼ u� un are deviations from the
nominal trajectory and nominal control input. Along the
nominal trajectory, dn ¼ 0, so dd ¼ d � dn ¼ d is the actual

disturbance. Define X , dx;U , du, and note that
@g
@d

xn; un; dn½ � ¼ 1, so Eq. (28) turns into

_X tð Þ ¼ A tð ÞX tð Þ þ B tð ÞU tð Þ þ d tð Þ ð29Þ
This is a Linear Time Varying (LTV) system with a distur-
bance term, where A tð Þ;B tð Þ; d tð Þ are modelled along the
nominal trajectory.
3.4. Equations of motion under an impulsive thrust

Consider the equations of motion with an impulsive
thrust applied at time epoch tk:

_x ¼ h x; u; dð Þ ¼
f 1 x; uð Þ
f 2 x; uð Þ
f 3 x; uð Þ

0
B@

1
CAþ d þ P x; tð Þf t � d t � tkð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

thrusts

ð30Þ
where f t is the thrust vector in F o. Note that the first two
terms on the right hand side are continuous in time. So if
we integrate Eq. (30) from time epoch t�k to tþk , we haveZ tþk

t�k

_x tð Þdt ¼
Z tþk

t�k

P x; tð Þf t � d t � tkð Þdt ð31Þ

If the impulse is small, P x; tð Þ remains constant. Also

note that X

tk
¼ x


tk
� xn tkð Þ, so Eq. (31) finally turns into

Xþ
tk
¼ X�

tk
þ P tkð Þf k ð32Þ

where P tkð Þ denotes the P x; tð Þ matrix at time epoch tk, and
f k is the impulsive thrust applied at tk in F o.

4. Optimal hybrid disturbance accommodation tracking

control

When the A/M ratio of the spacecraft is small, impulsive
thrusts are applied to assist the removal process. Consider
the desired state in the GEO graveyard region

xd ¼ ad ; ed ; id½ �T . Recall that the states in the linearized sys-
tem Eq. (29) X tð Þ ¼ x tð Þ � xn tð Þ are defined as the devia-
tion of the true states x tð Þ from the nominal trajectory
xn tð Þ. If X tð Þ in the linearized system tracks the desired tra-
jectory Z tð Þ defined as xd tð Þ � xn tð Þ, then x tð Þ ¼ xd tð Þ,
which is the desired situation. Therefore, it turns out to
be a hybrid disturbance accommodation tracking problem.

Bryson (2018, Section 3) first proposed a variational
approach for solving optimal control problems with dis-
continuities originating in the states. Vatankhahghadim
and Damaren (Vatankhahghadim and Damaren, 2016b)
extended the hybrid Linear Quadratic Regulator (LQR),
which was originally developed by Sobiesiak and Damaren
(Sobiesiak and Damaren, 2014), to a hybrid disturbance-
accommodation LQR. The hybrid linear stability of a peri-
odic system is analyzed in (Vatankhahghadim and
Damaren, 2016a). (Vatankhahghadim and Damaren,
2016b) and (Vatankhahghadim and Damaren, 2016a) also
studied the optimal impulse epochs, concluding that to tar-
get the impulses at the most uncontrollable parts of the
continuous system, the impulses should be applied at the
epochs when the smallest eigenvalue of the continuous sys-
tem’s controllability Gramian reaches a local minimum.
Furthermore, the hybrid passivity theorem is developed
in (Vatankhahghadim and Damaren, 2017b;
Vatankhahghadim and Damaren, 2017a) presented a
Cartesian relative motion approach to optimal formation
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flight using the hybrid LQR. In this work, inspired by
(Chun et al., 1985), the hybrid disturbance-
accommodation LQR in (Vatankhahghadim and
Damaren, 2016b) is extended to be capable of tracking a
desired trajectory.

The continuous and discrete dynamic systems are given
by Eq. (29) and Eq. (32) respectively:
_x tð Þ ¼ A tð Þx tð Þ þ B tð Þu tð Þ þ d tð Þ ð33Þ

x tþk
� � ¼ C kx t�k

� �þDkvk ð34Þ
where k ¼ 1; 2; . . . ;N � 1, represents N � 1 impulse time
epochs. The goal is to find the continuous and discrete con-
trol inputs u tð Þ and vk that make the state x tð Þ track the
desired trajectory z tð Þ. Define the tracking error
e tð Þ ¼ x tð Þ � z tð Þ. We seek to minimize the hybrid cost
functional

J x tð Þ; z tð Þ; u tð Þ; vk ; tkð Þ ¼ 1

2
eT tf
� �

Se tf
� �

þ
XN�1

k¼0

Z t�kþ1

tþk

1

2
eT tð ÞQe tð Þ þ 1

2
uT tð ÞRu tð Þ

� �
dt

þ
XN�1

k¼1

1

2
eT t�k
� �

Qke t�k
� �þ 1

2
vTkRkvk

� �
ð35Þ

where S ¼ ST P 0 penalizes the final state,

Q ¼ QT P 0;R ¼ RT > 0 penalizes the continuous-time

state and control inputs, and Qk ¼ QT
k P 0;Rk ¼ RT

k > 0
set the discrete-time state and control penalties. In addi-
tion, tþ0 ¼ t0 and t�N ¼ tf . The continuous and discrete
Hamiltonians are defined as

Hc x tð Þ; z tð Þ; u tð Þð Þ ¼ 1

2
eT tð ÞQe tð Þ þ 1

2
uT tð ÞRu tð Þ

þ kT tð Þ A tð Þx tð Þ þ B tð Þu tð Þ þ d tð Þð Þ
ð36Þ

Hd x tð Þ; z tð Þ; vkð Þ ¼ 1

2
eT t�k
� �

Qke t�k
� �þ 1

2
vTkRkvk

þ mTk C kx t�k
� �þDkvk

� � ð37Þ
where k tð Þ and mk are Lagrange multipliers (also called the
co-states of the hybrid system). Taking the first variation of
J and setting it to zero yields the following optimal
conditions:

@Hc

@u tð Þ ¼ 0 ð38Þ

@Hd

@vk
¼ 0 ð39Þ

� _k ¼ @Hc

@x tð Þ ¼ Qe tð Þ þ AT tð Þk ð40Þ

k t�k
� � ¼ @Hd

@x t�kð Þ ¼ Qke t�k
� �þ CT

k mk ð41Þ

with boundary conditions:

k tf
� � ¼ Se tf

� � ð42Þ
k tþk
� � ¼ mk ð43Þ
4.1. Optimal continuous-time control input

From Eq. (38), Eq. (40) and Eq. (33), the closed-loop
continuous system is given by

_x tð Þ ¼ A tð Þx tð Þ � B tð ÞR�1BT tð Þk tð Þ þ d tð Þ ð44Þ
_k tð Þ ¼ �Qx tð Þ � AT tð Þk tð Þ þQz tð Þ ð45Þ

Inspired by Athans and Falb (2013, Chap 9) and Chun
et al. (1985), the solution of k tð Þ is in the form
k tð Þ ¼ P tð Þx tð Þ � g tð Þ. Taking the time derivative of k tð Þ
and combining Eq. (44) and Eq. (45), one can find

�Q�AT tð ÞP tð Þ�P tð ÞA tð Þ� _P tð ÞþP tð ÞB tð ÞR�1BT tð ÞP tð Þ� ��
x tð Þ¼�Qz tð Þ� AT tð Þ�P tð ÞB tð ÞR�1BT tð Þ� �

g tð Þ
þP tð Þd tð Þ� _g tð Þ ð46Þ

For this to hold for all x tð Þ, both sides should be zero.
Therefore,

_P tð Þ ¼ �Q � AT tð ÞP tð Þ � P tð ÞA tð Þ
þ P tð ÞB tð ÞR�1BT tð ÞP tð Þ ð47Þ

_g tð Þ ¼ �Qz tð Þ � AT tð Þ �P tð ÞB tð ÞR�1BT tð Þ� �
g tð Þ þP tð Þd tð Þ

ð48Þ
By comparing k tð Þ ¼ P tð Þx tð Þ � g tð Þ with Eq. (42), one

can find the boundary conditions

P tf
� � ¼ S ð49Þ

g tf
� � ¼ Sz tf

� � ð50Þ
At last, using Eq. (38) the optimal control law of the

continuous-time system can be given by

u� tð Þ ¼ �R�1BT tð Þ P tð Þx tð Þ � g tð Þð Þ ð51Þ
where P tð Þ and g tð Þ can be calculated by integrating Eq.
(47) and Eq. (48) simultaneously backwards, using bound-
ary conditions in Eq. (49) and Eq. (50). This result coin-
cides with (Chun et al., 1985, Eqs. (8), (9) and (10)).

4.2. Optimal discrete-time control input

Once an impulse is reached, both the state and co-states
experience discontinuities. Before and after an impulse,

k t
k
� � ¼ P t
k

� �
x t
k
� �� g t
k

� �
. Using the optimal and bound-

ary conditions in Eq. (43) and Eq. (41), the closed-loop dis-
crete dynamics are obtained for x tþkð Þ; rearranging which

for x t�k
� �

and using x tþkð Þ ¼ P�1 tþkð Þ k tþkð Þ þ g tþkð Þð Þ yields

x t�k
� � ¼ C�1

k P�1 tþk
� �þDkR

�1
k DT

k

� �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
denote Sk

k tþk
� �

þ C�1
k P�1 tþk

� �
g tþk
� � ð52Þ

Thus the closed-loop discrete system can be given by
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x t�k
� �

k t�k
� �

 !
¼ 0 C�1

k Sk

0 QkC
�1
k Sk þ CT

k

 !
x tþkð Þ
k tþkð Þ

� �

þ C�1
k P�1 tþkð Þg tþkð Þ

QkC
�1
k P�1 tþkð Þg tþkð Þ �Qkz tkð Þ

 ! ð53Þ

Solving k tþkð Þ using Eq. (53), and combining the above
closed-loop discrete system, one can obtain

k t�k
� � ¼ Qk þ CT

k S
�1
k C k

� �
x t�k
� �

� CT
k S

�1
k P�1 tþk

� �
g tþk
� ��Qkz tkð Þ ð54Þ

which should coincide with x t�k
� � ¼ P�1 t�k

� �
k t�k
� �þ�

g t�k
� �Þ. Hence, the solution for the discrete co-states are

P t�k
� � ¼ Qk þ CT

k S
�1
k C k ð55Þ

g t�k
� � ¼ CT

k S
�1
k P�1 tþk

� �
g tþk
� �þQkz tkð Þ ð56Þ
Fig. 9. Nominal trajectory (a ¼ 0�=90�; d
This means that P tð Þ and g tð Þ will experience discontinu-
ities at impulse time epochs. To solve P tð Þ and g tð Þ, Eq.
(47), Eq. (48) and Eq. (55), Eq. (56) must be used in con-
cert. This means that starting from the ‘‘initial” (terminal)

condition P tf
� � ¼ S and g tf

� � ¼ Sz tf
� �

; _P tð Þ and _g tð Þ are

integrated backward using Eq. (47) and Eq. (48) from tf
to tþN�1. At t ¼ tþN�1, integration stops; P t�N�1

� �
and

g t�N�1

� �
are calculated using Eq. (55) and Eq. (56). Then

P t�N�1

� �
and g t�N�1

� �
are used as the new initial conditions

for time period from t�N�1 to tþN�2, and so on so forth. At
last, using Eq. (39), the optimal discrete control input can
be obtained as

v�k ¼ �R�1
k DT

kC
�T
k P t�k

� ��Qk

� �
x t�k
� �� g t�k

� �þQkz tkð ÞÞ� �
ð57Þ

This result coincides with (Vatankhahghadim and
Damaren, 2016b, Eqs. (17) and (18)) if the tracking term
z tkð Þ is set to zero.
¼ 180�, A/M = 0.1 m2=kg, 360 days).
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5. Simulations
The initial position of the satellite in the ECI frame is
arbitrarily selected as [0.0 km, 42164.5 km, 1.0 km]. The
initial time is Jan 1st, 2017, 00:00:00, with the time con-
stants DUT UT1�UTCð Þ¼0:359485s;DAT TAI�UTCð Þ¼
37:0s (IERS, 2019). The time step of the simulations is
30 s. Because the orbit period of the Earth orbiting the
Sun is about 1 year, in order to minimize the effect of
Fig. 10. Actual trajectory (a ¼ 0�=90�; d ¼
SRP on increasing eccentricity, the simulation time is set
to be 360 days. To avoid singularity in the orbital elements,

the desired state is set to be xd ¼ ad ;ed ;id½ �T ¼ 42164:5þ½
300 km;10�6;10�6�T .

5.1. Removing GEO satellites using only SRP

When impulsive thrusts are not involved, the state and
control are both continuous in time. The solution of this
180�, A/M = 0.1 m2=kg, 360 days).



Table 3
Simulation results (a ¼ 0�=90�, various d, A/M = 0.1 m2=kg, 360 days)

Nominal a Nominal d Final a error (km) Final e error Actual a Actual d

0�=90� 0� �57:63 �0:69 � 10�3 [0�, 90�] 0�

45� �57:41 �0:69 � 10�3 [0�, 90�] 45�

90� �57:30 �0:69 � 10�3 [0�, 90�] 90�

135� �57:41 �0:69 � 10�3 [0�, 90�] 135�

180� �57:69 �0:70 � 10�3 [0�, 90�] 180�

225� �57:31 �0:69 � 10�3 [0�, 90�] 225�

270� �57:21 �0:69 � 10�3 [0�, 90�] 270�

315� �57:30 �0:69 � 10�3 [0�, 90�] 315�
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continuous-time disturbance-accommodation tracking
problem is given in Section 4.1. The system in Eq. (27) is
linearized along three different sets of nominal trajectories.

(a) Set 1, a ¼ 0�=90�; d ¼ 180�, A/M = 0.1 m2=kgTo
maximize the effect of SRP on increasing orbit height,
the first nominal trajectory is created by setting
a ¼ 0� (sail normal vector is aligned with Sun-line
vector, so SRP is maximized) when the sail is moving
away from the Sun, a ¼ 90� (sail normal vector is per-
pendicular to Sun-line vector, so SRP is turned off)
when moving forward, and d ¼ 180� all the time.
Nominal trajectories (the error from the desired orbi-
tal elements) are presented in Fig. 9.After some trial
and error, the penalty matrices are set to

S ¼ diag 1; 1000; 0:5½ � � 105;Q ¼ I3;R ¼ I2 � 106. After
obtaining the optimal control u� tð Þ (which is the devi-
ation from un tð Þ) from Eq. (51), the actual control
input u tð Þ ¼ u� tð Þ þ un tð Þ. Simulation results are pre-
sented in Fig. 10.From Fig. 10 one can see that (1)
the final semimajor-axis (perigee altitude) is about
60 (70) km below the desired one, (2) the final eccen-
tricity is within the desired range ([-0.003,0.003]), (3)
the orbit inclination grows very large due to the
third-body gravitational accelerations, (4) the orbit
height increases gradually, (5) there exist two periods
of eclipse during the removal process, (6) the cone
angle a varies within [0�; 90�], while the clock angle
d remains 180�.Varying d from 0� to 360�, simulation
results are present in Table 3. From Table 3 we see
that the angle d remains at the initial value in all sets
of simulations. This is because in the linearization,
the elements of the second column of B tð Þ matrix in
Eq. (29) all contain the term sin a cos2 a. Therefore,
if a in nominal trajectory is chosen to be 0�=90�; d
loses control authority.

(b) Set 2, a ¼ 10�=80�, various d, A/M = 0.1 m2=kgIn
this set of nominal trajectory, a ¼ 10� when the sail
is moving away from the Sun, a ¼ 80� when moving
forward, d ¼ 180� all the time. Since sin a cos2 a – 0,
the control authority of d is guaranteed. The simula-
tion results are shown in Fig. 11. Varying d from 45�

to 315�, the simulation results are presented in
Table 4.From Fig. 11 and Table 4 we conclude that
(1) the final semimajor-axis (perigee altitude) is about
70 (80) km below the desired one (which is worse than
in set 1), (2) the final eccentricity is within the desired
range ([�0.003,0.003]), (3) the orbit inclination grows
very large due to the third-body gravitational acceler-
ations, (4) the out-of-plane position and the orbit
height increase gradually during the removal process,
(5) the control authorities of a and d are both guaran-
teed, (6) there exists one period of eclipse. The control
authority of the cone angle d is achieved at the cost of
lowering the removing performance since the final
semimajor axis is lower than in set 1 and the final
eccentricity shows almost no difference. These sets
of simulations imply that to remove end-of-life
GEO satellites to the GEO graveyard region, a rela-
tively larger A/M is required.

(c) Set 3, a ¼ 0�=90�, various d, A/M = 0.13 m2=kgWe
gradually increase the A/M of spacecraft and find
that, to remove GEO satellites to the GEO graveyard
orbits in 360 days, the smallest A/M ratio required is
about 0:13 m2=kg. Simulation results are given in
Fig. 12 and Table 5. From Fig. 12 and Table 5 we
see that (1) the final semimajor-axis is about 13 km
above the desired one, (2) the final perigee is just at
the desired altitude, (3) the final eccentricity is within
the desired range ([-0.003,0.003]), (4) the orbit inclina-
tion grows very large due to the third-body gravita-
tional accelerations, (5) the out-of-plane position
and the orbit height increase gradually during the
removal process. With the A/M of 0.13 m2=kg, the
debris is successfully removed from GEO to the
GEO graveyard region using only SRP.From
Fig. 12, we can also find that there exists tracking
errors at the final state. This undesired tracking error
results from the inaccuracy of the linearized system.
Because the simulation time is very long, the real-
time trajectory tends to deviate from the nominal tra-
jectory, which makes the linearized system ‘‘inaccu-
rate” to some extent. However, by judiciously
choosing the penalty matrices in Eq. (35), we can still
achieve debris removal to the GEO graveyard region
in the presence of the system inaccuracy.



Fig. 11. Actual trajectory (a ¼ 10�=80�; d ¼ 180�, A/M = 0.1 m2=kg, 360 days).

Table 4
Simulation results (a ¼ 10�=80�, various d, A/M = 0.1 m2=kg, 360 days)

Nominal a Nominal d Final a error (km) Final e error Actual a Actual d

10�=80� 45� �71:65 �0:59 � 10�3 [0�, 90�] [44�, 47�]
90� �74:30 �0:69 � 10�3 [0�, 90�] [89�, 91�]
135� �75:17 �0:77 � 10�3 [0�, 90�] [129�, 138�]
180� �66:74 �0:76 � 10�3 [0�, 90�] [164�, 183�]
225� �65:20 �0:75 � 10�3 [0�, 90�] [220�, 230�]
270� �61:61 �0:70 � 10�3 [0�, 90�] [269�, 271�]
315� �63:05 �0:57 � 10�3 [0�, 90�] [313�, 318�]
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Fig. 12. Actual trajectory (a ¼ 0�=90�; d ¼ 180�, A/M = 0.13 m2=kg, 360 days).

Table 5
Simulation results (a ¼ 0�=90�, various d, A/M = 0.13 m2=kg, 360 days)

Nominal a Nominal d Final a error (km) Final e error Actual a Actual d

0�=90� 90� þ13:56 �0:66 � 10�3 [0�, 90�] 90�

180� þ13:43 �0:67 � 10�3 [0�, 90�] 180�

270� þ13:61 �0:66 � 10�3 [0�, 90�] 270�
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5.2. Removing GEO satellites using SRP and impulsive

thrusts

When impulsive thrusts are applied, the state and con-
trol experience discontinuities at impulse epochs. The solu-
tion of this hybrid disturbance-accommodation tracking
problem is given in Section 5. As in Section. 5.1, to maxi-
mize the effect of SRP on increasing orbit height, the nom-
inal trajectory is created by setting a ¼ 0� (the sail normal
Fig. 13. Actual trajectory (Hybrid control, a ¼ 0�
vector is aligned with the Sun-line vector, so SRP is maxi-
mized) when the sail is moving away from the Sun, a ¼ 90�

(the sail normal vector is perpendicular to the Sun-line vec-
tor, so SRP is turned off) when moving forward, and
d ¼ 180� all the time. The A/M of spacecraft is 0.1
m2=kg. It’s shown in Section 5.1 that when A/M is equal
to 0.1 m2=kg, debris can’t be removed to the GEO grave-
yard region using only SRP, so here impulsive thrusts are
applied to assist the removal process.
=90�; d ¼ 180�, A/M = 0.1 m2=kg, 360 days).



Fig. 14. Actual trajectory (Impulsive thrusts, a ¼ 0�=90�; d ¼ 180�, A/M = 0.1 m2=kg, 360 days).
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After some trial and error, the penalty matrices are set

as S ¼ diag 25; 1010; 1
 � � 1010;Q ¼ diag 25; 1010; 1

 � � 105;
R ¼ I2 � 1020;Qk ¼ I3;Rk ¼ I3 � 1024. Rk is selected as large
as possible so that the fuel consumption of the removal
mission is minimized. To alleviate the effect on enlarging
eccentricity, impulsive thrusts are applied per half orbit.
The choice of optimal impulse epochs are not analyzed in
this work.
The simulation results are presented in Fig. 13. From
Fig. 13 we conclude that (1) the A/m is equal to 0.1
m2=kg, and impulsive thrusts are applied to assist the
removal process, (2) the final semimajor axis is about 28
km above the desired one, (3) the final perigee is just at
the desired altitude, (4) the final eccentricity is within the
desired range ([-0.003,0.003]), (5) the orbit inclination
grows very large due to the third-body perturbation.
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Although the final eccentricity is not perfectly reduced to
zero, the final orbit still lies in the GEO graveyard region.
Since the penalty matrix Rk is selected as large as possible,
the fuel consumption of the removal mission is minimized,
and a total impulse of 10.5 m=s is required.

5.3. Removing GEO satellites using only impulsive thrusts

To access the performance of the hybrid removal
method, a comparative simulation is conducted. In this
simulation, only impulsive thrusts are applied to the
removal process. The system is linearized along the same
nominal trajectory as in Section 5.2, and the penalty matri-

ces are set as S ¼ diag 25; 1010; 1
 � � 1010;Q ¼

diag 25; 1010; 1
 � �105;R ¼ I2 � 1020;Qk ¼ I 3;Rk ¼ I 3 � 1022.

Rk is set to be smaller than in Section 5.2 so that more
propellant can be applied in the removal mission. The
impulsive thrusts are also applied per half orbit as in
Section 5.2.

Simulation results are presented in Fig. 14, from which
we can see that (1) the final semimajor axis is about 18
km above the desired one, (2) the final perigee is just at
the desired altitude, (3) the final eccentricity is within the
desired range ([�0.003, 0.003]). The magnitude of the accel-
eration due to SRP is equal to zero all the time and only
impulsive thrusts are applied during the removal process.
Debris is successfully removed to the GEO graveyard
region with the use of a total impulse of 18.1 m/s. To com-
pensate for the absence of SRP, 72.4% more amount of
propellant is consumed than the hybrid method in
Section 5.2.
6. Conclusions and future work

This work proposes an analytical solution for removal
of end-of-life GEO satellites to the GEO graveyard region
using SRP and impulsive thrusts. The main theoretical
contribution of this work is the proposed hybrid
disturbance-accommodation tracking maneuver. Simula-
tion results indicate that, to remove a GEO satellite using
only SRP, a minimal A/M ratio of 0.13 m2=kg is required.
When the A/M ratio of satellite is smaller than the minimal
value, impulsive thrusts are applied to aid the removal pro-
cess. For a satellite with A/M ratio of 0.1 m2=kg, a total
impulse of 10.5 m=s is required. The controller proposed
in this work is also capable of placing the final inclination
of the disposal orbit by judiciously choosing the penalty
matrices.

Future work includes analyzing the optimal impulse
epochs and finding the shortest removal time of both using
only SRP and the hybrid approach.
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