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#### Abstract

This paper proposes an analytical solution of removing end-of-life GEO satellites to the GEO graveyard region using realistic flat solar sails. Different from the ideal solar sail model, the proposed realistic flat solar sail model applies the realistic solar sail thrust model, and the sail cone angle is constrained within $\left[0^{\circ}, 85^{\circ}\right]$. The dynamic system of a GEO satellite equipped with a realistic flat solar sail is constructed based on the Gauss's variation of parameter (VOP) equations, and linearized along a nominal trajectory. Control angles of the sail are generated using the linear optimal tracking controller. Iterations of linearization are applied to gradually reduce the inaccuracy of the linearized systems, thus reducing the terminal state error. Simulations indicate that, end-of-life GEO satellites are successfully removed to the GEO graveyard region in 350 days using the proposed control approach. The negative impact of using realistic flat solar sails in the end-of-life GEO satellite removal mission is evident but not significant. Compared to using ideal solar sails, a small increase in the $A / m$ of spacecraft from 0.14 to $0.16 \mathrm{~kg} / \mathrm{m}^{2}$ is required.
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## 1 Introduction

The increasing population of space debris in the Geostationary Earth Orbit (GEO) has been alarming in recent years [1-3]. The latest annual reports ESA Annual Space Environment Report [4] and Classification of Geosynchronous Objects [5] published by the European Space Agency (ESA) indicate that, the number of all the known space debris in GEO has been increasing since 2001, and exceeded 1000 in 2018. At present, debris takes up more than $70 \%$ of the total object amount. The Galaxy 15 incident [6] also implies that, without further orbit control, nonfunctional satellites may drift because of luni-solar disturbances, allowing them to wander the GEO belt and threaten active satellites.

[^0]To mitigate the severe situation, the Inter-Agency Space Debris Coordination Committee (IADC) published Space Debris Mitigation Guidelines [7] in 2007. According to the guidelines, the GEO protected region (Table 1) should be protected in respect of space debris generation. End-of-life satellites in GEO should be removed far enough above GEO so as not to interfere with the GEO protected region. Studies [8,9] have found that fulfilling the two conditions in Table 2 (which also define the GEO graveyard region) at the end of disposal will ensure an orbit that remains above the GEO protected region.

There exists limited research on removing end-of-life GEO satellites to the GEO graveyard region using solar radiation pressure (SRP). In [10], the feasibility of re-orbiting three-axis stabilized GEO satellites to the GEO graveyard region using SRP was first demonstrated. Ref. [11] proposed the TugSat concept, in which a 1000 kg non-functional GEO satellite is removed to the GEO graveyard region using an $800 \mathrm{~m}^{2}$ solar sail. The removal is accomplished by first raising the orbit semi-major axis by 350 km , then reducing the eccentricity to zero. Ref. [12] derived an analytical removal solution based on Lyapunov control theory combined with the calculus of variations. In that work, a partical swarm optimizer (PSO) is used to optimize user designed parameters, which then generates the robust locally time optimal removal

Table 1 The GEO protected region

| Property | Requirement |
| :--- | :--- |
| GEO | 35786 km |
| Upper bound | GEO +200 km |
| Lower bound | GEO -200 km |
| Inclination | $\left[-15^{\circ},+15^{\circ}\right]$ |

Table 2 The GEO graveyard region

| Property | Requirement |
| :--- | :--- |
| Perigee | A minimum increase of |
| altitude | $235 \mathrm{~km}+\left(1000 \cdot \mathrm{C}_{\mathrm{R}} \cdot A / m\right)$ |
|  | $235 \mathrm{~km}:$ the sum of the upper altitude of the |
|  | GEO protected region $(200 \mathrm{~km})$ and the |
|  | maximum descent due to luni-solar and |
|  | geo-potential perturbations $(35 \mathrm{~km}) \mathrm{C}_{\mathrm{R}}:$ the |
|  | solar radiation pressure $(\mathrm{SRP})$ coefficient |
|  | $A / m:$ the area to dry mass ratio |
|  | $[0,0.003]$ |

solutions. In [13], an analytical removal solution was proposed which requires a small area-to-mass $(A / m)$ ratio of spacecraft. Although end-of-life GEO satellites are successfully removed to the GEO graveyard region using SRP and impulsive thrusts, there exists terminal state error between the terminal state and the desired state. Ref. [14] proposed a feedback pseudospectral (PS) method to reduce the terminal state error in [13]. In that work, the iterations of the open-loop PS method and the linear feedback controller are applied to search the global minimum of the cost function. The global minimum is reached at the price of a large computation cost.

In this work, we apply the "iterations of linearization" control approach to remove end-of-life GEO satellites to the GEO graveyard region. The proposed control approach significantly reduces the terminal state error in [13], as well as the computation cost caused by the numerical approach in [14]. In theory, the applied "iterations of linearization" control approach is only able to find a quasi-local optimal solution. A quasi-local optimal solution is acceptable for the end-of-life GEO satellite removal mission, since the GEO graveyard region is broad and the requirements on the orbital elements are not strict.

Among all the existing research on removing end-of-life GEO satellites to the GEO graveyard region using solar sails, the ideal solar sail model is applied. However, ideal solar sails are different from realistic ones, and the differences could have negative impacts on the end-of-life GEO satellite removal mission. For example, for realistic solar sails, the sail cone angle is constrained and can't reach $90^{\circ}$ (SRP can't be turned off) due to the temperature and structure reasons. This results in a so-called "leeward force" [15], which always
exits along the Sun-sail direction. The "leeward force" is unfavourable for the end-of-life GEO satellites removal mission, because the "leeward force" will decrease the orbit altitude when the satellites move toward the Sun.

Ref. [16] shows that there is a significant deviation in force magnitude between the realistic solar sail and the ideal solar sail model. Ref. [15] conducted thorough comparisons between the ideal and realistic solar sails. Different from ideal solar sails, there always exists a thrust component in the sail transverse direction for realistic solar sails. Realistic solar sails are not always flat, there could be small-scale (wrinkles and crinkles) and large-scale (billow and drop) irregularities in the sail surface. Because of temperature and structure reasons, the sail cone angle is constrained within $\left[0^{\circ}, 85^{\circ}\right.$ ] for realistic solar sails. Ref. [17] compared the thrusts generated by the ideal solar sails and the realistic ones, concluding that the impacts of the sail surface properties and sail shape on the solar sail thrust are not significant.

In this work, we propose a realistic flat solar sail model. Based on the results in [15], the realistic solar sail thrust model is applied. The cone angle of the sail is constrained. Considering the results in [17], the sail deformation and sail surface irregularities are ignored. The proposed realistic flat solar sail model is detailed in Sect. 2.

The main contributions of this work are as follows. First we apply the "iterations of linearization" control approach to remove end-of-life GEO satellites to the GEO graveyard region using solar sailing. The proposed control approach significantly reduces the terminal state error in [13], as well as the computation cost in [14]. Second, a realistic flat solar sail model is proposed and utilized in the removal mission. The impacts of the removal using realistic flat solar sails are analyzed.

This paper is organized as follows. Section 2 presents the dynamic model and the system dynamics of a GEO satellite equipped with a realistic flat solar sail. Section 3 elaborates on the solar sail control approach, and it's utilized to remove end-of-life GEO satellites in Sect. 4. Section 5 draws conclusions.

## 2 Spacecraft dynamics and system modelling

### 2.1 SRP

For ideal solar sails, all the incoming photons are reflected. The acceleration due to SRP for ideal solar sails is given by [18, page 39]
$\boldsymbol{f}_{\text {ideal }}=\left[2 P_{\odot} \cdot(A / m) \cdot \cos ^{2} \alpha\right] \boldsymbol{n}$.


Sunline vector $\boldsymbol{u}$

Fig. 1 2D solar sail model

Here $P_{\odot}$ denotes the magnitude of SRP which at 1 AU from the Sun is equal to $4.56 \times 10^{-6} \mathrm{~N} / \mathrm{m}^{2} . A / m$ is the area to mass ratio of spacecraft, and $\alpha$ denotes the cone angle (the pitch angle in the 2D case) of the solar sail, which is the angle between the sail normal vector $\boldsymbol{n}$ and the sun-line vector $\boldsymbol{u}$ (Fig. 1).

In this work. we propose a realistic flat solar sail model, which differs from an ideal one in two aspects.

1. Solar sail thrust

After absorbing all the incoming photons, realistic solar sails only reflect part of (ratio $\tilde{r}$ ) the total photons, while the other part of photons (ratio $(1-\tilde{r})$ ) are re-emitted by thermal radiation. Among all the reflected photons, $s$ ratio of photons are reflected in the $s$ direction (Fig. 1), while $(1-s)$ ratio are reflected in non-specular directions. In this process, acceleration caused by SRP is composed by three parts, namely, the acceleration due to absorption $\boldsymbol{f}_{a}$, the acceleration due to reflection $\boldsymbol{f}_{r}$, and the acceleration due to re-radiation $\boldsymbol{f}_{e}$, and they are given by [18, page 48-49]

$$
\begin{align*}
\boldsymbol{f}_{a}= & P_{\odot} \frac{A}{m}\left[\left(\cos ^{2} \alpha\right) \boldsymbol{n}+(\cos \alpha \sin \alpha) \boldsymbol{t}\right] \\
\boldsymbol{f}_{r}= & P_{\odot} \frac{A}{m}\left[\left(\tilde{r} s \cos ^{2} \alpha+B_{f}(1-s) \tilde{r} \cos \alpha\right) \boldsymbol{n}\right. \\
& -(\tilde{r} s \cos \alpha \sin \alpha) \boldsymbol{t}] \\
\boldsymbol{f}_{e}= & {\left[P_{\odot} \frac{A}{m}(1-\tilde{r}) \frac{\xi_{f} B_{f}-\xi_{b} B_{b}}{\xi_{f}+\xi_{b}} \cos \alpha\right] \boldsymbol{n} } \tag{2}
\end{align*}
$$

Here $B_{f}, B_{b}$ and $\xi_{f}$ and $\xi_{b}$ are the non-Lambertian coefficients and surface emissivity of the front and back side of the sail. $t$ denotes the sail transverse vector (Fig. 1), and $\boldsymbol{t}=(\boldsymbol{u}-(\boldsymbol{u} \cdot \boldsymbol{n}) \boldsymbol{n}) /|\boldsymbol{u}-(\boldsymbol{u} \cdot \boldsymbol{n}) \boldsymbol{n}|$.
By adding the three components in Eq. (2) and recognizing accelerations in the sail normal and transverse directions, the accelerations due to SRP for realistic solar

Table 3 Optical coefficients for an ideal/JPL square/JPL Heliogyro solar sail

|  | $\tilde{r}$ | $\tilde{s}$ | $\xi_{f}$ | $\xi_{b}$ | $B_{f}$ | $B_{b}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Ideal sail | 1 | 1 | 0 | 0 | $2 / 3$ | $2 / 3$ |
| Square sail | 0.88 | 0.94 | 0.05 | 0.55 | 0.79 | 0.55 |
| Heliogyro sail | 0.88 | 0.94 | 0.05 | 0.55 | 0.79 | 0.55 |

sails are

$$
\begin{align*}
\boldsymbol{f}_{n}= & \left(P _ { \odot } \frac { A } { m } \left[(1+\tilde{r} s) \cos ^{2} \alpha+B_{f}(1-s) \tilde{r} \cos \alpha\right.\right. \\
& \left.\left.+(1-\tilde{r}) \frac{\xi_{f} B_{f}-\xi_{b} B_{b}}{\xi_{f}+\xi_{b}} \cos \alpha\right]\right) \boldsymbol{n} \\
\boldsymbol{f}_{t}= & \left(P_{\odot} \frac{A}{m}(1-\tilde{r} s) \cos \alpha \sin \alpha\right) \boldsymbol{t} \tag{3}
\end{align*}
$$

In this work, we apply the sail optical parameters (Table 3) [18, page 50] for a square/heliogyro solar sail derived from the NASA Jet Propulsion Laboratory (JPL) comet Halley rendezvous study.
2. Constraint in the cone angle

For ideal solar sails, there is no constraint in the sail control angles. However, for realistic solar sails, to avoid the possible temperature and structure failure, the cone angle $\alpha$ is constrained within [ $0^{\circ}, 85^{\circ}$ ] [15]. This constraint is important and also unfavourable for the end-of-life GEO satellites removal mission, since the resulting "leeward force" always exits along the Sun-sail direction and will decrease the orbit altitude when the satellites move toward the Sun.

In the applied realistic flat solar sail model, we assume that there is no sail deformation and surface irregularity during the removal process. The eclipse by the Earth is included in the dynamic model. A GEO satellite experiences eclipse by the Earth in the summer and winter. This work applies the cylindrical eclipse shadow model, which is detailed in [13].

### 2.2 Perturbative accelerations

This work utilizes the perturbative dynamic model proposed in [13], which is based on the magnitude comparisons of different accelerations exerted on GEO satellites, and the drifts of orbital elements due to each perturbative term over the removal period. The total acceleration exerted on a GEO satellite can be described as $\ddot{\boldsymbol{r}}=\ddot{\boldsymbol{r}}_{\oplus}+\ddot{\boldsymbol{r}}_{3}+\ddot{\boldsymbol{r}}_{\boldsymbol{S R} \boldsymbol{P} \boldsymbol{P}}$. Here, $\ddot{\boldsymbol{r}}_{\oplus}$ denotes the Earth gravitational acceleration, including the two-body acceleration and Earth gravitational perturbations, $\ddot{r}_{3}$ is the third-body (the Sun and Moon) gravitational perturbation, and $\ddot{\boldsymbol{r}}_{\boldsymbol{S R P}}$ denotes the acceleration due to SRP.

159
$\ddot{\boldsymbol{r}}_{\oplus \mathrm{sat}}=-\frac{\mu_{\oplus} \boldsymbol{r}_{\oplus \mathrm{sat}}}{r_{\oplus \mathrm{sat}}^{3}}+\mu_{3}\left(\frac{\boldsymbol{r}_{\mathrm{sat} 3}}{r_{\mathrm{sat} 3}^{3}}-\frac{\boldsymbol{r}_{\oplus 3}}{r_{\oplus 3}^{3}}\right)$.
expressed in the Earth Centred inertial (ECI) frame respectively. By expanding the term $\frac{r_{\text {sat3 }}}{r_{\text {sat3 }}^{3}}$ in Eq. (5) using Legendre polynomials, we have

$$
\begin{align*}
\ddot{\boldsymbol{r}}_{\oplus \mathrm{sat}}= & -\frac{\mu_{\oplus} \boldsymbol{r}_{\oplus \mathrm{sat}}}{r_{\oplus \mathrm{sat}}^{3}} \\
& -\mu_{3}\left(\frac{-\boldsymbol{r}_{\mathrm{sat} 3}\left(3 B+3 B^{2}+B^{3}\right)+\boldsymbol{r}_{\oplus \mathrm{sat}}}{r_{\oplus 3}^{3}}\right),  \tag{6}\\
B= & \sum_{j=1}^{\infty} P_{j}[\cos \varsigma]\left(\frac{r_{\oplus \mathrm{s} a t}}{r_{\oplus 3}}\right)^{j} \tag{7}
\end{align*}
$$

Here $\varsigma$ is the angle between $\boldsymbol{r}_{\oplus 3}$ and $\boldsymbol{r}_{\oplus s a t}$. Equation (7) can be partitioned as $B=B_{1}+B_{2}+B_{3}+\cdots$. As in [13], this work utilizes the following dynamic model for the third-body gravitational accelerations. For the Sun, we use the $B_{1}$ and $B_{2}$ terms. For the Moon, the $\mathrm{B}_{1}, \mathrm{~B}_{2}$ and $\mathrm{B}_{3}$ terms are considered when $A / m \geq 0.1 \mathrm{~kg} / \mathrm{m}^{2}$, while the $\mathrm{B}_{4}$ and $\mathrm{B}_{5}$ terms are also taken into consideration when $A / m \geq 0.001 \mathrm{~kg} / \mathrm{m}^{2}$.

### 2.3 System modelling

This work takes the classical orbital elements $\boldsymbol{x}=[$ a e i $\omega \Omega \theta]$ as the state. The time derivative of the state is given by [19, page 636]

Here $f_{r}, f_{\theta}, f_{z}$ denote the perturbative forces in the localvertical local-horizontal ( $\boldsymbol{L} \boldsymbol{V} \boldsymbol{L} \boldsymbol{H}$, denoted as $\mathcal{F}_{o}$ ) frame. $\mu$ is the Earth's gravitational parameter.

To express the acceleration due to SRP, a new frame $\mathcal{F}_{s}$ is constructed. As depicted in Fig. 2a, axis $\boldsymbol{s}_{1}$ is aligned with Sun-line vector (points from the Sun to satellite) $\boldsymbol{u}$, axis $\boldsymbol{s}_{3}$

Here $\mu_{3}$ is the gravitational parameter of the third-body. $\boldsymbol{r}_{\oplus \text { sat }}, \boldsymbol{r}_{\mathrm{sat} 3}$ and $\boldsymbol{r}_{\oplus 3}$ are the position vectors from the Earth to satellite, satellite to the third body and Earth to the third body

(a) The $\mathcal{F}_{s}$ Frame

Fig. 2 Express SRP in the constructed frame $\mathcal{F}_{s}$
lies in the plane constructed by $\boldsymbol{s}_{1}$ and $\boldsymbol{g}_{3}$ (with $\mathcal{F}_{g}$ being the ECI frame) and being perpendicular to $\boldsymbol{s}_{1}$, and axis $\boldsymbol{s}_{2}$ completes the right hand rule. The rotation matrix from $\mathcal{F}_{s}$ to $\mathcal{F}_{g}$ is given by $\boldsymbol{C}_{G S}=\overrightarrow{\boldsymbol{f}}_{g} \cdot \overrightarrow{\boldsymbol{f}}_{s}^{T}$, in which $\overrightarrow{\boldsymbol{f}}_{g}$ defines the vectrix denoted as $\overrightarrow{\boldsymbol{f}}_{g}=\left(\boldsymbol{g}_{1}, \boldsymbol{g}_{2}, \boldsymbol{g}_{3}\right)^{T}$ and similarly $\vec{f}_{s}=\left(s_{1}, s_{2}, s_{3}\right)^{T}$.

The sail normal vector $\boldsymbol{n}$ in $\mathcal{F}_{s}$ is given by $\boldsymbol{n}=$ $[\cos \alpha, \sin (\alpha) \sin (\delta), \sin (\alpha) \cos (\delta)]^{T}$, and the sail transverse vector $\boldsymbol{t}=[\sin \alpha,-\cos (\alpha) \sin (\delta),-\cos (\alpha) \cos (\delta)]^{T}(\alpha \neq$ $0), \boldsymbol{t}=\mathbf{0}(\alpha=0)$, where $\alpha$ and $\delta$ are the cone angle and clock angle of the sail (Fig. 2b). For ideal solar sails, the acceleration due to SRP in $\mathcal{F}_{s}$ can be expressed as $\boldsymbol{f}_{\text {ideal }}=$ $2 P_{\odot} \cdot(A / m) \cdot \cos ^{2}(\alpha) \cdot \boldsymbol{n}$. For realistic flat solar sails, the acceleration caused by $\operatorname{SRP}$ in $\mathcal{F}_{s}$ is equal to $f_{\text {real }}=f_{n}+f_{t}$, where $f_{n}$ and $f_{t}$ are the accelerations in the sail normal and sail transverse directions respectively, and are given in Eq. (3). Using Eq. (8), the dynamic system for an ideal solar sail is given by
$\dot{\boldsymbol{x}}(t)=\boldsymbol{P}(\boldsymbol{x}) \cdot \boldsymbol{C}_{O P} \boldsymbol{C}_{P G} \boldsymbol{C}_{G S} \cdot \boldsymbol{f}_{\text {ideal }}+\boldsymbol{b}(\boldsymbol{x})$.

For a realistic flat solar sail,
$\dot{\boldsymbol{x}}(t)=\boldsymbol{P}(\boldsymbol{x}) \cdot \boldsymbol{C}_{O P} \boldsymbol{C}_{P G} \boldsymbol{C}_{G S} \cdot\left(\boldsymbol{f}_{n}+\boldsymbol{f}_{t}\right)+\boldsymbol{b}(\boldsymbol{x})$.

Here $\boldsymbol{C}_{O P}=\boldsymbol{C}_{3}(\theta), \boldsymbol{C}_{P G}=\boldsymbol{C}_{3}(\omega) \boldsymbol{C}_{1}(i) \boldsymbol{C}_{3}(\Omega)$ are rotation matrices from the perifocal coordinate frame (denoted as $\mathcal{F}_{p}$ ) to $\mathcal{F}_{o}$ and from $\mathcal{F}_{g}$ to $\mathcal{F}_{p}$ respectively. The SRP accelerations $\boldsymbol{f}_{\text {ideal }}, \boldsymbol{f}_{n}$ and $\boldsymbol{f}_{t}$ are determined by the sail normal vector $\boldsymbol{n}$ and the sail transverse vector $\boldsymbol{t}$, which are controlled by the control angles $\alpha$ and $\delta$.

Table 4 summarizes the differences between the ideal solar sails and the realistic flat solar sails.

(b) Cone Angle and Clock Angle in $\mathcal{F}_{s}$

## 3 Control approach

### 3.1 Linearization along a nominal trajectory

Consider the dynamic systems in Eqs. (9) and (10) with a disturbance term, $\dot{\boldsymbol{x}}(t)=\boldsymbol{g}(\boldsymbol{x}(t), \boldsymbol{u}(t), \boldsymbol{d}(t))$, where $\boldsymbol{u}=$ $[\alpha, \delta]^{T}$. Linearizing the system along the nominal trajectory $\left\{\boldsymbol{x}_{n}(t), \boldsymbol{u}_{n}(t), \boldsymbol{d}_{n}(t)\right\}$ results in

$$
\begin{align*}
(\delta \dot{\boldsymbol{x}})= & \underbrace{\frac{\partial \boldsymbol{g}}{\partial \boldsymbol{x}}\left[\boldsymbol{x}_{n}, \boldsymbol{u}_{n}, \boldsymbol{d}_{n}\right]}_{\text {denote as } \mathbf{A}(\mathrm{t})} \delta \boldsymbol{x}+\underbrace{\frac{\partial \boldsymbol{g}}{\partial \boldsymbol{u}}\left[\boldsymbol{x}_{n}, \boldsymbol{u}_{n}, \boldsymbol{d}_{n}\right]}_{\text {denote as } \mathbf{B}(\mathrm{t})} \delta \boldsymbol{u}  \tag{11}\\
& +\frac{\partial \boldsymbol{g}}{\partial \boldsymbol{d}}\left[\boldsymbol{x}_{n}, \boldsymbol{u}_{n}, \boldsymbol{d}_{n}\right] \delta \boldsymbol{d}
\end{align*}
$$

where $\delta \boldsymbol{x}=\boldsymbol{x}-\boldsymbol{x}_{n}, \delta \boldsymbol{u}=\boldsymbol{u}-\boldsymbol{u}_{n}$ and $\delta \boldsymbol{d}=\boldsymbol{d}-\boldsymbol{d}_{n}$ are deviations from the nominal trajectory, nominal control input and nominal disturbance respectively. Note that $\frac{\partial g}{\partial \boldsymbol{d}}\left[\boldsymbol{x}_{n}, \boldsymbol{u}_{n}, \boldsymbol{d}_{n}\right]=1$, and $\delta \boldsymbol{d}=\boldsymbol{d}_{n}-\boldsymbol{d}_{n}=\mathbf{0}$. Defining $\boldsymbol{X} \triangleq \delta \boldsymbol{x}, \boldsymbol{U} \triangleq \delta \boldsymbol{u}$, Eq. (11) becomes
$\dot{\boldsymbol{X}}(t)=\boldsymbol{A}(t) \boldsymbol{X}(t)+\boldsymbol{B}(t) \boldsymbol{U}(t)$.

This is a linear time varying (LTV) system, where $\boldsymbol{A}(t), \boldsymbol{B}(t)$ are modelled along the nominal trajectory $\left\{\boldsymbol{x}_{n}(t), \boldsymbol{u}_{n}(t)\right.$, $\left.\boldsymbol{d}_{n}(t)\right\}$.

If the state $\boldsymbol{X}(t)=\boldsymbol{x}-\boldsymbol{x}_{n}(t)$ in the linearized system (Eq. (12)) tracks the desired trajectory $\boldsymbol{Z}(t)$ defined as $\boldsymbol{x}_{d}(t)-$ $\boldsymbol{x}_{n}(t)$, then $\boldsymbol{x}(t)=\boldsymbol{x}_{d}(t)$, which is the desired situation. Therefore, it turns out to be a tracking problem [20, Sec. 9.9]. We seek to minimize the cost functional

$$
\begin{gathered}
\mathcal{J}(\boldsymbol{X}(t), \boldsymbol{Z}(t), \boldsymbol{U}(t)) \\
\quad=\frac{1}{2} \boldsymbol{e}^{T}\left(t_{f}\right) \boldsymbol{S} \boldsymbol{e}\left(t_{f}\right)
\end{gathered}
$$

Table 4 Comparisons between the ideal solar sails and the realistic flat solar sails
Solar sail thrust model

Ideal sail
Realistic
Realistic
Flat
Sail
Control angle constraints
Ideal sail
Realistic flat sail
System dynamics
Ideal sail
Realistic flat sail

$$
\begin{aligned}
& \boldsymbol{f}_{\text {ideal }}=\left[2 P_{\odot} \cdot(A / m) \cdot \cos ^{2} \alpha\right] \boldsymbol{n} \\
& \boldsymbol{f}_{\text {real }}=\boldsymbol{f}_{n}+\boldsymbol{f}_{t} \\
& \boldsymbol{f}_{n}=\left(P_{\odot} \frac{A}{m}\left[(1+\tilde{r} s) \cos ^{2} \alpha+B_{f}(1-s) \tilde{r} \cos \alpha+(1-\tilde{r}) \frac{\xi_{f} B_{f}-\xi_{b} B_{b}}{\xi_{f}+\xi_{b}} \cos \alpha\right]\right) \boldsymbol{n} \\
& \boldsymbol{f}_{t}=\left(P_{\odot} \frac{A}{m}(1-\tilde{r} s) \cos \alpha \sin \alpha\right) \boldsymbol{t} \\
& \alpha \in\left[0^{\circ}, 90^{\circ}\right], \delta \in\left[0^{\circ}, 360^{\circ}\right] \\
& \alpha \in\left[0^{\circ}, 85^{\circ}\right], \delta \in\left[0^{\circ}, 360^{\circ}\right] \\
& \dot{\boldsymbol{x}}(t)=\boldsymbol{P}(\boldsymbol{x}) \cdot \boldsymbol{C}_{O P} \boldsymbol{C}_{P G} \boldsymbol{C}_{G S} \cdot \boldsymbol{f}_{\text {ideal }}+\boldsymbol{b}(\boldsymbol{x}) \\
& \dot{\boldsymbol{x}}(t)=\boldsymbol{P}(\boldsymbol{x}) \cdot \boldsymbol{C}_{O P} \boldsymbol{C}_{P G} \boldsymbol{C}_{G S} \cdot\left(\boldsymbol{f}_{n}+\boldsymbol{f}_{t}\right)+\boldsymbol{b}(\boldsymbol{x})
\end{aligned}
$$

$$
\begin{equation*}
+\int_{t_{0}}^{t_{f}}\left(\frac{1}{2} \boldsymbol{e}^{T}(t) \boldsymbol{Q} \boldsymbol{e}(t)+\frac{1}{2} \boldsymbol{U}^{T}(t) \boldsymbol{R} \boldsymbol{U}(t)\right) \mathrm{d} t \tag{13}
\end{equation*}
$$

where $\boldsymbol{e}(t)=\boldsymbol{X}(t)-\boldsymbol{Z}(t)$ denotes the tracking error. The matrix $\boldsymbol{S}=\boldsymbol{S}^{T} \geq 0$ penalizes the terminal tracking error, $\boldsymbol{Q}=\boldsymbol{Q}^{T} \geq 0$ penalizes the tracking error, and $\boldsymbol{R}=\boldsymbol{R}^{T}>0$ penalizes the control inputs. The solution of this problem can be obtained from Eq. (51) in [13] by setting the disturbance term to zero, and is given by:
$\boldsymbol{U}^{*}(t)=-\boldsymbol{R}^{-1} \boldsymbol{B}^{T}(t)(\boldsymbol{G}(t) \boldsymbol{X}(t)-\boldsymbol{g}(t))$,
where $\boldsymbol{G}(t)$ and $\boldsymbol{g}(t)$ can be calculated by integrating the following equations simultaneously backward:
$\begin{aligned} \dot{\boldsymbol{G}}(t)= & -\boldsymbol{Q}-\boldsymbol{A}^{T}(t) \boldsymbol{G}(t)-\boldsymbol{G}(t) \boldsymbol{A}(t) \\ & +\boldsymbol{G}(t) \boldsymbol{B}(t) \boldsymbol{R}^{-1} \boldsymbol{B}^{T}(t) \boldsymbol{G}(t) \\ \dot{\boldsymbol{g}}(t)= & -\boldsymbol{Q} \mathbf{Z}(t)-\left(\boldsymbol{A}^{T}(t)-\boldsymbol{G}(t) \boldsymbol{B}(t) \boldsymbol{R}^{-1} \boldsymbol{B}^{T}(t)\right) \boldsymbol{g}(t)\end{aligned}$
using the boundary conditions

$$
\begin{align*}
& \boldsymbol{G}\left(t_{f}\right)=\boldsymbol{S}  \tag{17}\\
& \boldsymbol{g}\left(t_{f}\right)=\boldsymbol{S} \boldsymbol{Z}\left(t_{f}\right) \tag{18}
\end{align*}
$$

### 3.2 Iterations of linearization

Since the linearization in Sect, 3.1 is along a nominal trajectory, the linearized system is not completely accurate, and this causes the terminal state error between the terminal state and the desired state. In this work, we apply the "iterations of linearization" control approach to gradually reduce the inaccuracy of the linearized systems, as well as the terminal state error.

As described in Fig. 3, the dynamic system is first linearized along a nominal trajectory, then the linear feedback


Fig. 3 The iterations of linearization
controller described in Setc. 3.1 is applied to reduce the terminal state error based on the linearized system. The resultant actual trajectory acts as a nominal trajectory for the linearization in the next iteration. The iterations are applied until the terminal state error is smaller then the error threshold.

In theory, the applied "iterations of linearization" control approach is only able to find a quasi-local optimal solution. A quasi-local optimal solution is acceptable for the end-of-life GEO satellites removal mission, since the GEO graveyard region is broad and the requirements on the orbital elements are not strict. The applied "iterations of linearization" control approach significantly reduces the terminal state error in


Fig. 4 Nominal trajectory for the ideal solar sail
[13], as well as the computation cost caused by the numerical approach proposed in [14].

## 4 End-of-life GEO satellites removal

The control objective is to raise the orbit semi-major axis by 305 km and make the eccentricity of the final orbit smaller than $10^{-4}$. In this way, the perigee of the final orbit will be raised slightly more than 300 km , thus the final orbit will be placed in the GEO graveyard region. The desired semimajor axis $a_{d}=42164 \mathrm{~km}+305 \mathrm{~km}=42469 \mathrm{~km}$, and the desired eccentricity $e_{d}=10^{-4}$. To avoid the singularity of the classical orbital elements, the desired eccentricity of the final orbit is set to be a small but non-zero number $\left(10^{-4}\right)$.

The initial position of the satellite in the ECI frame is set to be $[0.0 \mathrm{~m}, 42164.8 \mathrm{~km}, 1.0 \mathrm{~m}]$. The initial time is Jan 1st, 2017, $00: 00: 00$, with the time constants $\Delta \mathrm{UT}(\mathrm{UT} 1-\mathrm{UTC})=0.359485 \mathrm{~s}, \Delta \mathrm{AT}(\mathrm{TAI}-\mathrm{UTC})=$ 37.0 s . The final time $t_{f}=350$ days. The orbit is propagated using the 4th-order Runge-Kutta (RK4) formula, and the time step is set to be 30 s . Compared to the simulation time length ( 350 days), setting a time step of 30 s is appropriate to preserve numerical accuracy, and in the meantime causes an acceptable computation cost.

### 4.1 Removal using ideal solar sails

The $A / m$ of spacecraft is set to be $0.14 \mathrm{~kg} / \mathrm{m}^{2}$. Figure 4 presents the nominal trajectory for the first linearization. In the nominal trajectory, the cone angle $\alpha$ is $5^{\circ}$ when the satellite is moving away from the Sun, and $85^{\circ}$ when moving
toward. Each of the $5^{\circ}$ and $85^{\circ}$ period lasts about half an orbit ( 12 h for a GEO satellite). The clock angle $\delta$ is equal to $180^{\circ}$ all the time. In Fig. 4a, b, the terminal state error for the semi-major axis and eccentricity is +22.6427 km and $+2.3376 \times 10^{-4}$ respectively. The change of the orbit height, SRP magnitude and eclipse time ratio are shown in Fig. 4d-f respectively.

Figure 5 presents the actual trajectory after the first linearization. The penalty matrices in Eq. (13) are set to be $S=$ $\operatorname{diag}\left[10^{3}, 10^{12}, 1,1,1,1\right], \boldsymbol{Q}=\operatorname{diag}\left[10,10^{9}, 1,1,1,1\right]$, $\boldsymbol{R}=\operatorname{diag}\left[10^{16}, 10^{16}\right]$. Figure $5 \mathrm{a}-\mathrm{d}$ present the feedback and total control angles. In Fig. 5e, f, the terminal state error of the semi-major axis and eccentricity is +18.1682 km and $+1.0856 \times 10^{-4}$ respectively.

The terminal state error in Fig. 5 originates from the inaccuracy of the linearized system. Since the linearization is along a nominal trajectory, the linearized system is not completely accurate. To gradually reduce the inaccuracy of the linearized systems, we apply the "iterations of linearization" control approach. We linearize the system along the actual trajectory generated by the previous step of linearization, and apply the same linear feedback controller to further reduce the terminal state error. The iterations of linearization are applied until the terminal state error is smaller than the cost threshold.

Table 5 presents the history of the terminal state error in each step of linearization. The terminal state error decreases in each step of linearization, and a solution (presented in Fig. 6) is generated after the fourth linearization. The terminal state error of the semi-major axis and eccentricity is +0.7142 km and $-3.5862 \times 10^{-5}$ respectively. From Table 5 we also see that, although the terminal state error in this


Fig. 5 Real-time trajectory for the ideal solar sail, first linearization

Table 5 History of the ideal solar sail optimization

|  | Terminal a error (km) | Terminal e error | Cost value | CPU time (min) |
| :--- | :--- | :---: | :--- | :--- |
| Nominal trajectory | +22.6427 | $+2.3376 \times 10^{-4}$ | $+2.56 \times 10^{8}$ | 29 |
| 1st Linearization | +18.1682 | $+1.0856 \times 10^{-4}$ | $+1.26 \times 10^{8}$ | 104 |
| 2nd Linearization | +14.1226 | $+0.9013 \times 10^{-4}$ | $+1.04 \times 10^{8}$ |  |
| 3rd Linearization | +3.1774 | $+7.5862 \times 10^{-5}$ | $+7.90 \times 10^{7}$ |  |
| 4th Linearization | +0.7142 | $-3.5862 \times 10^{-5}$ | $+3.65 \times 10^{7}$ |  |
| Ref. [14] | +0.0903 | $-4.0962 \times 10^{-6}$ | $+4.19 \times 10^{6}$ | 18098 |

The desired semi-major axis $a_{d}=42469 \mathrm{~km}$, the desired eccentricity $e_{d}=10^{-4}$. (Using an Intel i5-9600K CPU @ 3.70GHz, 48.0 GB RAM Laptop for Calculation)


Fig. 6 Real-time trajectory for the ideal solar sail, fourth linearization


Fig. 7 Influence of the Leeward force on the orbital elements


Fig. 8 Nominal trajectory for the realistic flat solar sail, $A / m=0.14 \mathrm{~kg} / \mathrm{m}^{2}$
work is slightly larger than in [14], the computation time is significantly reduced from 18098 to 104 min .

### 4.2 Removal using realistic flat solar sails

As described in Sect. 2, the constraint in the sail cone angle results in a so-called "leeward force", which always exits along the Sun-sail direction and will decrease the orbit altitude when the satellites move toward the Sun. Figure 7 shows the influence of the "leeward force" on the orbital elements in the satellite removal mission. We can see that there is a reduction about 8 km in the semi-major axis, and an increase about $1.8 \times 10^{-4}$ in the orbit eccentricity. Figure 8 presents the nominal trajectory of the realistic flat sail with a spacecraft $A / m$ of $0.14 \mathrm{~kg} / \mathrm{m}^{2}$. In Fig. 8 , the terminal semi-major axis and eccentricity error is -9.1092 km and $+2.1683 \times 10^{-4}$ respectively.

We gradually increase the $A / m$ of spacecraft and adjust the nominal control angles to find a nominal trajectory in
which the terminal semi-major axis and eccentricity are close to the desired ones. After some trial and error, the resultant nominal trajectory is presented in Fig. 9. In the nominal trajectory, the $A / m$ of spacecraft is equal to $0.16 \mathrm{~kg} / \mathrm{m}^{2}$. The cone angle $\alpha$ is $13^{\circ}$ when the satellite is moving away from the Sun, and $77^{\circ}$ when moving toward. Each of the $13^{\circ}$ and $77^{\circ}$ period lasts about half an orbit ( 12 h for a GEO satellite). The clock angle $\delta$ is equal to $180^{\circ}$ all the time. In Fig. 9a, b , the terminal state error for the semi-major axis and eccentricity is +3.8710 km and $+8.1504 \times 10^{-5}$ respectively. The change in orbit height and the magnitude of SRP in the sail normal/transverse direction are shown in Fig. 9d-f respectively. From Fig. 9 (d)(e) we see that, the magnitude of SRP in the sail transverse direction is 2 magnitudes smaller than that in the sail normal direction. However, since the removal time is very long ( 350 days), the tiny "leeward force" resulting from sail cone angle constraint still has evident negative impact on the removal mission. From the nominal trajectory


Fig. 10 Real-time trajectory for the realistic flat solar sail, first linearization
in Fig. 9 we can find that, this negative impact causes an increase in the $A / m$ of spacecraft from 0.14 to $0.16 \mathrm{~kg} / \mathrm{m}^{2}$.

Figure 10 presents the actual trajectory after the first linearization. The penalty matrices in Eq. (13) are set to be $\boldsymbol{S}=$ $\operatorname{diag}\left[10^{3}, 10^{12}, 1,1,1,1\right], \boldsymbol{Q}=\operatorname{diag}\left[10,10^{9}, 1,1,1,1\right]$, $\boldsymbol{R}=\operatorname{diag}\left[10^{16}, 10^{16}\right]$. Figure $10 \mathrm{a}-\mathrm{d}$ present the feedback and total control angles. From Fig. 10a, b we see that the feedback control angles gradually approach zero. Figure 10c, d present the total control angles. In Fig. 10e, f, the terminal state error of the semi-major axis and eccentricity is +3.1877 km and $+3.9237 \times 10^{-5}$ respectively.

Table 6 presents the history of the terminal state error in each step of linearization. The value of the cost function
decreases in each step of linearization, and a solution (presented in Fig. 11) is generated after the third linearization. The terminal state error of the semi-major axis and eccentricity is +4.3479 and $-5.1340 \times 10^{-6}$ respectively.

From Tables 5 and 6 we can find that, the negative impact of using realistic flat solar sails in the end-of-life GEO satellite removal mission is evident but not significant. To achieve end-of-life GEO satellites removal to the GEO graveyard region using realistic flat solar sails in 350 days, a small increase in the $A / m$ of spacecraft from 0.14 to $0.16 \mathrm{~kg} / \mathrm{m}^{2}$ is required.

Table 6 History of the realistic flat solar sail optimization

|  | Terminal a error $(\mathrm{km})$ | Terminal e error | Cost value | CPU time (min) |
| :--- | :--- | :--- | :--- | :--- |
| Nominal trajectory | +3.8710 | $+8.1504 \times 10^{-5}$ | $+8.54 \times 10^{7}$ | 30 |
| 1st Linearization | +3.1877 | $+3.9237 \times 10^{-5}$ | $+4.24 \times 10^{7}$ | 78 |
| 2nd Linearization | +2.2299 | $-2.1901 \times 10^{-5}$ | $+2.41 \times 10^{7}$ |  |
| 3rd Linearization | +4.3479 | $-5.1340 \times 10^{-6}$ | $+9.48 \times 10^{6}$ |  |

The desired semi-major axis $a_{d}=42469 \mathrm{~km}$, the desired eccentricity $e_{d}=10^{-4}$. (Using an Intel i5-9600K CPU @ 3.70GHz, 48.0 GB RAM Laptop for Calculation)


Fig. 11 Real-time trajectory for the realistic flat solar sail, third linearization

## 5 Conclusions

This paper proposes an analytical solution of removing end-of-life GEO satellites to the GEO graveyard region using realistic flat solar sails. The sail control angles are generated using the linear optimal tracking controller. Iterations of linearization are applied to gradually reduce the inaccuracy of the linearized systems, thus reducing the terminal state error. Simulations indicate that, the negative impact of using realistic flat solar sails in the end-of-life GEO satellite removal mission is evident but not significant. Compared to using ideal solar sails, a small increase in the $A / m$ of spacecraft from 0.14 to $0.16 \mathrm{~kg} / \mathrm{m}^{2}$ is required to achieve the end-oflife GEO satellite removal using realistic flat solar sails in 350 days.
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