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Abstract: High-order discretization techniques offer the potential to significantly reduce the computa-
tional costs necessary to obtain accurate predictions when compared to lower-order methods. However,
efficient, universally-applicable, high-order discretizations remain somewhat illusive, especially for more
arbitrary unstructured meshes and for incompressible/low-speed flows. A novel, high-order, central es-
sentially non-oscillatory (CENO), cell-centered, finite-volume scheme is proposed for the solution of the
conservation equations of viscous, incompressible flows on three-dimensional unstructured meshes. The
proposed scheme is applied to the pseudo-compressibility formulation of the steady and unsteady Navier-
Stokes equations and the resulting discretized equations are solved with a parallel implicit Newton-Krylov
algorithm. For unsteady flows, the temporal derivatives are discretized using the family of high-order back-
ward difference formulas (BDF) and the resulting equations are solved via a dual-time stepping approach.
The proposed finite-volume scheme for fully unstructured mesh is demonstrated to provide both fast and
accurate solutions for steady and unsteady viscous flows.

Keywords: Numerical Algorithms, Computational Fluid Dynamics, High-Order Methods, Incompressible
Flows.

1 Introduction
Computational fluid dynamics (CFD) has proven to be an important enabling technology in many areas of science and
engineering. In spite of the relative maturity and widespread success of CFD in aerospace engineering, there is a variety
of physically-complex flows which are still not well understood and are very challenging to predict by numerical
methods. Such flows include, but are not limited to, multiphase, turbulent, and combusting flows encountered in
propulsion systems (e.g., gas turbine engines and solid propellant rocket motors). These flows present numerical
challenges as they generally involve a wide range of complicated physical/chemical phenomena and scales.

Many flows of engineering interest are incompressible or can be approximated as incompressible to a good degree
of accuracy, i.e. low-speed flows. Incompressible flows can prove challenging to solve numerically because the partial
derivative of density with respect to time vanishes. As a result, the governing equations are ill-conditioned. Vari-
ous methods for solving the incompressible Navier-Stokes equations have been successfully developed to overcome
this ill-conditioning [1, 2]. These include but are not limited to the pressure-Poisson [3, 4], fractional-step [5, 6],
vorticity-based [7, 8], and pseudo-compressibility methods [9]. The equations governing fully-compressible flows
have also been successfully applied to incompressible and low-speed flows using preconditioning techniques [10–15].
The pseudo-compressible formulation [9, 16–23] is attractive because it is easily extended to three dimensions and ap-
plied in conjunction with high-order schemes. This method was originally referred to as the artificial compressibility
method by Chorin [9] but Chang and Kwak [24] introduced the possibly more accurate name “pseudo-compressibility
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method”.
High-order methods have the potential to significantly reduce the cost of modelling physically-complex flows, but

this potential is challenging to fully realize. As such, the development of robust and accurate high-order methods re-
mains an active area of research. Standard lower-order methods (i.e, methods up to second order) can exhibit excessive
numerical dissipation for multi-dimensional problems and are often not practical for physically-complex flows. High-
order methods offer improved numerical efficiency for accurate solution representations since fewer computational
cells are required to achieve a desired level of accuracy [25]. For hyperbolic conservation laws and/or compressible
flow simulations, the main challenge involves obtaining accurate discretizations while ensuring that discontinuities and
shocks are handled reliably and robustly [26]. High-order schemes for elliptic partial differential equations (PDEs) that
govern diffusion processes should satisfy a maximum principle, even on stretched/distorted meshes, while remaining
accurate [27]. There are many studies of high-order schemes developed for finite-volume [26, 28–37], discontinuous
Galerkin [38–42], and spectral finite-difference/finite-volume methods [43–47] on both structured and unstructured
mesh. In spite of many advances, there is still no consensus for a robust, efficient, and accurate scheme that fully deals
with all of the aforementioned issues and is universally applicable to arbitrary meshes.

Harten et al. [26] originally proposed the essentially non-oscillatory (ENO) high-order finite-volume scheme which
achieves monotonicity by avoiding the use of computational stencils that contain discontinuities. Weighted ENO
(WENO) schemes attempt to simplify the ENO procedure by adopting a stencil-weighting approach [32, 34, 35].
However, both the ENO and WENO schemes encounter difficulties when selecting appropriate stencils on general
multi-dimensional unstructured meshes [29, 30, 33, 48] and using these stencils can produce poor conditioning of the
linear systems involved in performing the solution reconstruction [33, 48]. These difficulties, along with the associated
computational cost and complexities of the ENO and WENO finite-volume schemes, have somewhat limited the
applicable range of ENO and WENO.

Ivan and Groth [49, 50] proposed a high-order Central Essentially Non Oscillatory (CENO), cell-centered, finite-
volume scheme that was demonstrated to remain both accurate and robust in a variety of physically-complex flows.
The CENO scheme is based on a hybrid solution reconstruction procedure that combines an unlimited high-order
k-exact, least-squares reconstruction technique with a monotonicity preserving limited piecewise linear least-squares
reconstruction algorithm. Fixed central stencils are used for both the unlimited high-order k-exact reconstruction and
the limited piecewise linear reconstruction. Switching between the two reconstruction algorithms is determined by a
solution smoothness indicator that indicates whether or not the solution is resolved on the computational mesh. This
hybrid approach avoids the complexities associated with reconstruction on multiple stencils that other essentially non-
oscillatory (ENO) and weighted ENO schemes can encounter. Originally developed for structured two-dimensional
mesh, this scheme has been successfully extended to two- and three-dimensional unstructured mesh by McDonald
et al. [51].

The application of high-order solution methods to the pseudo-compressibility approach is not new. Rogers and
Kwak [21, 52] and Qian and Zhang [23] employed high-order finite-difference discretizations up to fifth- and sixth-
order accuracy, respectively. Using a finite-volume discretization, Chen et al. [53] applied a fifth-order WENO scheme
on two-dimensional structured mesh. However, these discretizations are not easily applied to three-dimensional un-
structured mesh.

Implicit solution algorithms are commonly applied to improve the stability and convergence of pseudo-com-
pressibility approaches. Implicit algorithms that have been applied to the pseudo-compressible formulation of the
Navier-Stokes equations include: approximate factorization [19, 54], LU-SGS/SSOR algorithms [23, 53, 55] and
line-relaxation techniques [22, 52]. Due to various approximations and/or linearizations, these schemes are not fully-
implicit and their application to unstructured mesh is not straightforward. Jacobian-free Newton-Krylov methods [56–
59] offer significant improvements over these types of implicit schemes in terms of rapid convergence. They can
robustly handle stiff-wave systems, strong non-linear couplings between equations and offer the potential of quadratic
convergence [59, 60].

All of the applications of the pseudo-compressibility formulation discussed previously have focused on constant
density flows. They are not directly applicable to more general low-speed flows that involve combustion or multiple
fluids/species. Several researchers have applied the standard pseudo-compressibility approach in conjunction with
interface-capturing methods to track the discontinuities in density encountered in multi-fluid flows [61, 62]. There are
other approaches that are more applicable to the combusting flows encountered in propulsion systems. For example,
Riedel [63] applied the pseudo-compressibility approach to reacting flows using an artificial-dissipation-based finite-
volume method. A characteristic-based scheme using the pseudo-compressibility approach was derived by Shapiro and
Drikakis [64] which is applicable for variable-density, multi-species, isothermal flows. A similar characteristic-based
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scheme for constant density flows with heat transfer was developed by Azhdarzadeh and Razavi [65].
In this paper, the high-order CENO finite-volume scheme is extended to solve the equations governing incom-

pressible, viscous, laminar flows with variable density on three-dimensional general unstructured mesh. For steady
flows, the equations are solved using the pseudo-compressibility approach coupled with an implicit Newton-Krylov
algorithm. The proposed scheme is extended to unsteady flows via a dual-time stepping approach. The resulting
algorithm is applied to both steady and unsteady flows and analyzed in terms of accuracy, computational cost, and
parallel performance. In particular, the spatial and temporal accuracy of solutions are examined and the influence of
mesh resolution on accuracy is assessed for several idealized flow problems. Both the steady flow over an isothermal
flat plate and the unsteady decay of Taylor vortices are studied here.

2 Pseudo-Compressibility Approach for Variable Density Low Speed Flows
In the present research, the equations governing viscous, laminar, compressible flows at low Mach numbers are con-
sidered. In three space dimensions, the governing partial-differential equations are

∂ρ

∂t
+ ∇ · (ρ~v) = 0 (1a)

∂

∂t
(ρ~v) + ∇ · (ρ~v~v + p~I) = ∇ · ~τ (1b)

∂

∂t
(ρh) + ∇ ·

(
ρ~vh

)
= ∇ · ~q (1c)

where t is the time, p is the total pressure, ρ is the fluid density, ~v is the bulk fluid velocity vector, h =
∫ T

T0
cp dT is the

fluid enthalpy, cp is the fluid specific heat, T is the temperature, ~q = −λ∇T is the heat flux vector, and λ is the fluid
thermal conductivity. The fluid stress tensor is given by

τi j = µ

[(
∂ui

∂x j
+
∂u j

∂xi

)
−

2
3
δi j
∂uk

∂xk

]
(2)

where µ is the dynamic viscosity. At low speeds, density becomes weakly coupled to pressure via the ideal gas law.
Here, we assume that pressure is constant and density is a function of temperature only, ρ = ρ(T ).

For low-Mach-number and incompressible flows, the pseudo-compressibility method modifies the partial deriva-
tives of density with respect to time [9, 16, 18, 66]. In the original formulation of Chorin [9] for incompressible flows,
a pressure time derivative was added to the steady form of the continuity equation and the primitive form of the gov-
erning equations were solved using a time-marching procedure. Turkel [18] derived the conservative form of Chorin’s
modified governing equations and showed that time derivatives of pressure should also be added to the momentum
equations. Applying the pseudo-compressibility approach to Eq. (1), the resulting governing equations are

1
β

∂p
∂τ

+ ∇ · (ρ~v) = 0 (3a)

ρ
∂~v
∂τ

+
α~v
β

∂p
∂τ

+ ∇ · (ρ~v~v + p~I) = ∇ · ~τ (3b)

ρ
∂h
∂τ

+
αh
β

∂p
∂τ

+ ∇ ·
(
ρ~vh

)
= ∇ · ~q (3c)

where β is the pseudo-compressibility factor, α is a preconditioning parameter, and τ denotes the pseudo-time since
the modified equations are no longer time-accurate. The preconditioning parameter, α, controls how the original
governing equations are modified. The original pseudo-compressibility method of Chorin [9] corresponds to α = 0.
When α = 1 or 2, the pressure time derivatives are added directly to the conserved or primitive formulation of the
governing equations, respectively.

Time-accuracy is regained using a dual-time-stepping approach [21, 22, 67–69]. The time-accurate form of Eq. (3)
is

∂U
∂t

+ Γ
∂W
∂τ

+
∂

∂x
(E − Ev) +

∂

∂y
(F − Fv) +

∂

∂z
(G −Gv) = 0 (4)
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where U and W are the vectors of conserved and primitive variables, ~F = [E,F,G] and ~Fv = [Ev,Fv,Gv] are the
inviscid and viscous solution flux dyads, and Γ is the transformation matrix. They are defined as

U =


ρ
ρu
ρv
ρw
ρh

 , W =


p
u
v
w
T

 , E =


ρu

ρu2 + p
ρuv
ρuw
ρuh

 , F =


ρv
ρvu

ρv2 + p
ρvw
ρvh

 , G =


ρw
ρwu
ρwv

ρw2 + p
ρvh

 ,

Ev =



0
τxx

τxy

τxz

λ
∂T
∂z


, Fv =



0
τyx

τyy

τyz

λ
∂T
∂z


, Gv =



0
τzx

τyz

τzz

λ
∂T
∂z


,Γ =



1
β

0 0 0 0

α

β
u ρ 0 0 0

α

β
v 0 ρ 0 0

α

β
w 0 0 ρ 0

α

β
h 0 0 0 ρcp



.

2.1 Eigenstructure
Based on the analysis conducted by Turkel [18] and the numerical results obtained by Qian et al. [70] and Lee and Lee
[71], the optimal value of α is 2. However, Malan et al. [72, 73] and Lee and Lee [71] found that a loss of robustness
can occur for α > 1 if β is too small. This loss of robustness occurs because the determinant of the modal matrix can
be zero when α > 1. Since larger values of α display better convergence characteristics [70, 71], α = 1 was selected
for the current work. For α = 1, the Jacobian matrix of the inviscid system with respect to the primitive variables is

A = Γ−1
∂
(
~F · n̂

)
∂W

=



0 nxρβ nyρβ nzρβ 0

nx

ρ
q 0 0 0

ny

ρ
0 q 0 0

nz

ρ
0 0 q 0

0 0 0 0 q



(5)

where q = ~v · n̂ and c2 = q2 + 4β. The resulting matrix of right eigenvectors is

R =



−
ρ

2
(q − c) −

ρ

2
(q + c) 0 0 0

nx nx −ny −nz 0

ny ny nx 0 0

nz nz 0 nx 0

0 0 0 0 1



(6)
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Table 1. Gauss quadrature rules used for cell face integration.

Reconstruction Tetrahedra Cartesian / Hexahedra

Points Polynomial Degree Points Polynomial Degree

Constant (k=0) 1 1 1 1
Linear (k=1) 1 1 1 1
Quadratic (k=2) 3 2 4 3
Cubic (k=3) 4 3 4 3
Quartic (k=4) 6 4 9 5

The eigenvalues of the inviscid system defined by Eq. (3) in a particular direction are

λ =



1
2

un −
1
2

√
un

2 + 4β

un

un

un

1
2

un +
1
2

√
un

2 + 4β


(7)

where un is the velocity of the bulk flow projected onto the direction vector of interest.

3 CENO Finite-Volume Scheme
In the proposed cell-centered finite-volume approach, the physical domain is discretized into finite-sized computational
cells and the integral forms of conservation laws are applied to each individual cell. For a cell i, the approach results
in the following coupled system of partial differential equations (PDEs) for cell-averaged solution quantities:

dUi

dt
+ Γi

dWi

dτ
= −

1
Vi

	 (
~F − ~Fv

)
· n̂ dA = −Ri (8)

where the overbar denotes cell-averaged quantities, Vi is the cell volume, A is the area of the face and n̂ is the unit
vector normal to a given face. Applying Gauss quadrature to evaluate the surface integral in Eq. (8) produces a set of
nonlinear ordinary differential equations (ODEs) given by

dUi

dt
+ Γi

dWi

dτ
= −

1
Vi

Nf∑
l=1

NG∑
m=1

[
ω

(
~F − ~Fv

)
· n̂A

]
i,l,m

(9)

where Nf is the number of faces (equal to 4 for tetrahedra and 6 for hexahedra), NG is the number of quadrature points
and ω is the corresponding quadrature weight. In Eq. (9), the number of quadrature points required along each face
is a function of the reconstruction order and number of spatial dimensions. For tetrahedra and Cartesian (hexahedra
with rectangular faces) cells, Gauss quadrature points can be directly mapped from the canonical form to the Cartesian
coordinate system. More general hexahedra can have non-rectangular faces or faces composed of vertices that do not
all lie on a particular plane. In this case, the Gauss quadrature points are mapped to the Cartesian coordinate system
using a trilinear coordinate transformation [74, 75]. The coefficients for the quadrature rules applied here are tabulated
by Felippa [76] and summarized in Table 1.

3.1 CENO Reconstruction
Evaluating Eq. (9) requires integration of the numerical flux along the cell faces, but only cell-averaged quantities
are known. The high-order CENO method uses a hybrid solution reconstruction process to interpolate the primitive
solution state at the Gauss quadrature points along each face [49, 50]. This hybrid approach involves a fixed central
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stencil in smooth or fully-resolved regions which is switched to a limited piecewise linear reconstruction when dis-
continuities in solution content are encountered. This switching provides a means of eliminating spurious oscillations
that can occur near regions where the solution is under-resolved. It is facilitated by a parameter called the smoothness
indicator which indicates the current level of resolution.

Even though most features of low-speed flows are relatively smooth, there are cases where discontinuities can
occur, such as across flame fronts or fluid interfaces. Oscillations can even occur for relatively smooth flows when
there is insufficient mesh resolution.

3.1.1 k-Exact Reconstruction

The CENO spatial discretization scheme is based on the high-order k-exact least-squares reconstruction technique of
Barth [28]. The k-exact higher-order reconstruction algorithm begins by assuming that the solution within each cell
can be represented by the following Taylor series expansion in three dimensions:

uk
i (x, y, z) =

(p1+p2+p3)≤k∑
p1=0

∑
p2=0

∑
p3=0

(x − xi)p1 (y − yi)p2 (z − zi)p3 Dp1 p2 p3 (10)

where uk
i is the reconstructed solution quantity, (xi,yi,zi) are the coordinates of the cell centroid, k is the order of

the piecewise polynomial interpolant and Dp1 p2 p3 are the unknown coefficients of the Taylor series expansion. The
summation indices, p1, p2 and p3, must always satisfy the condition that (p1 + p2 + p3) ≤ k.

The following conditions are applied to determine the unknown coefficients: i) the solution reconstruction must
reproduce polynomials of degree N ≤ k exactly; ii) the mean or average value within the computational cell must be
preserved; and iii) the reconstruction must have compact support. The second condition states that

ui =
1
Vi

$
Vi

uk
i (x, y, z) dV (11)

where ui is the cell average.
The third condition dictates the number and location of neighboring cells included in the reconstruction. For a

compact stencil, the minimum number of neighbors is equal to the number of unknowns minus one (because of the
constraint imposed by Eq. (11)). For any type of mesh, the total number of unknown coefficients for a particular order
is given by

N =
1
d!

d∏
n=1

(k + n) (12)

where d represents the number of space dimensions. In three-dimensions, there are four, ten, twenty and thirty-five
unknown coefficients for k=1, k=2, k=3 and k=4, respectively. Additional neighbors are included to ensure that the
stencil is not biased in any particular direction and that the reconstruction remains reliable on poor quality meshes
with high aspect ratio cells [49]. For each neighboring cell, p, a constraint is formed by requiring that

up =
1

Vp

$
Vp

uk
i (x, y, z) dV (13)

Since the constraints of Eqs. (11) and (13) result in an over-determined system of linear equations, a least-squares
solution for the coefficients, Dp1 p2 p3 , is obtained in each cell. Equation (11) is strictly enforced by Gaussian elimination
and a minimum-error solution to the remaining constraint equations is sought. The resulting coefficient matrix of the
linear system depends only on the mesh geometry and can be partially calculated and stored prior to computations [36,
77]. Either a Householder QR factorization algorithm or orthogonal decomposition by the SVD method was used
to solve the weighted least-squares problem [78]. Weighting is applied here to each control volume to improve the
locality of the reconstruction [79]. An inverse distance weighting formula is applied. For the reconstruction in cell i,

w j =
1

|~x j − ~xi|
, (14)

where ~x j is the centroid of the neighbor cell j.
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3.1.2 Reconstruction at Boundaries

To enforce conditions at physical boundaries, the least-squares reconstruction was constrained in adjacent control
volumes without altering the reconstruction order of accuracy [36, 50]. Constraints are placed on the least-squares
reconstruction for each variable to obtain the desired value/gradient (Dirichlet/Neumann) at each Gauss integration
point. Here we implement them as Robin boundary conditions

f
(
~x
)

= a
(
~x
)

fD
(
~x
)

+ b
(
~x
)

fN
(
~x
)

(15)

where a
(
~x
)

and b
(
~x
)

define the contribution of the Dirichlet, fD
(
~x
)
, and Neumann, fN

(
~x
)
, components, respectively.

In terms of the cell reconstruction, the Dirichlet condition is simply expressed as

fD
(
~xg

)
= uk

(
~xg

)
(16)

where ~xg is the location of the Gauss quadrature point. The Neumann condition is

fN
(
~xg

)
= ∇uk

(
~xg

)
· n̂g =

(p1+p2+p3)≤k∑∑∑
p1+p2+p3=1

∆xp1−1∆yp2−1∆zp3−1
[
p1∆y∆znx + p2∆x∆yny + p3∆x∆ynz

]
Dp1 p2 p3 (17)

where ∆(·) = (·)g − (·)i, the subscript i denotes the location of the centroid of the cell adjacent to the boundary and g
denotes the Gauss quadrature point.

Exact solutions to the boundary constraints, Eq. (15), are sought. This adds linear equality constraints to the
original least-squares problem described in Section 3.1.1. Gaussian elimination with full pivoting is first applied
to remove the additional boundary constraints and the remaining least-squares problem is solved as described in
Section 3.1.1.

For inflow/outflow or farfield-type boundary conditions where the reconstructed variables are not related, the con-
straints may be applied separately to each variable. More complex boundary conditions involving linear combinations
of solution variables, such as symmetry or inviscid solid walls (~v · n̂ = 0), can cause the reconstruction coefficients in
Eq. (10) for different variables to become coupled. For these types of coupled boundary conditions, the reconstruction
for all of the coupled solution variables is performed together [37, 50]. Thus the final matrix A for the constrained
least-squares reconstruction contains the individual constraints for each variable, the relational constraints, and the
approximate mean conservation equations for each variable.

3.1.3 Smoothness Indicator

After performing a k-exact reconstruction for each solution variable in each computational cell, the smoothness indi-
cator is computed for every reconstructed variable to identify under-resolved solution content. It is evaluated as

S =
α

max [(1 − α), δ]
(SOS − DOF)

DOF − 1
(18)

where α is a smoothness parameter, δ is a tolerance to avoid division by zero (equal to 10−8), DOF is the number of
degrees off freedom and SOS is the size of the stencil. The smoothness parameter, α, for a cell i is given by

α = 1 −

∑
p

[
uk

p(xp, yp, zp) − uk
i (xp, yp, zp)

]2

∑
p

[
uk

p(xp, yp, zp) − ui

]2 (19)

where u is the solution variable of interest, the subscript p refers to the cells in the reconstruction stencil, uk
p(xp, yp, zp)

is the reconstructed solution in cell p evaluated at the cell’s centroid (xp, yp, zp), uk
i (xp, yp, zp) is the projected value of

the reconstruction polynomial for cell i evaluated at (xp, yp, zp), and ui is the average value for cell i. By definition,
α can have a value between negative infinity and one. A value of unity indicates that the solution is smooth whereas
small or negative values indicate large variations in solution content within the reconstruction stencil.

The behavior of the smoothness indicator is demonstrated in Fig. 1. As α approaches unity, the smoothness
indicator grows rapidly. Solutions are deemed smooth when the value of S is above critical value, S c. Previous
studies found that values for S c between 1000–5000 provided an excellent balance between stability and accuracy [49].
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Fig. 1. Variation of smoothness indicator with α.

Typical values for S in smooth regions tend to be orders of magnitude greater than these cutoff limits. Unless otherwise
specified, a value for S c of 1000 was used.

In regions where S is below the critical value, monotonicity is preserved by reverting the high-order k-exact recon-
struction to a limited piecewise linear (k=1) reconstruction. Limiting is performed using the procedure developed by
Park et al. [80] specifically for multiple dimensions in conjunction with the slope limiter function of Venkatakrishnan
[81]. Note that the limited linear reconstruction in non-smooth regions is only applied to the inviscid terms in Eq. (9).
The viscous flux is still evaluated using the higher-order representation since it is generally the inviscid terms that
generate instabilities.

3.2 Numerical Flux
An upwind Godunov scheme is used to integrate the inviscid numerical flux, ~F, over the cell face. Given the left and
right solution states, WL and WR, the numerical flux at the cell interface is defined as

~F · n̂ = F (WL,WR, n̂) (20)

where F is a flux function which solves a Riemann problem, R, in a direction aligned along the face normal, n̂. The
left and right solution states at the interface are determined using the k-exact reconstruction procedure described in
Section 3.1. As a result, the leading truncation error due to the inviscid operator is O

(
∆xk+1

)
.

The flux function, F , was derived by applying Roe’s approximate Riemann solver [82, 83] to the new modified
inviscid eigensystem for Eq. (3). The numerical flux at the interface between two cells is given by

F (R (WL,WR)) =
1
2

(FR + FL) −
1
2
|Â|∆W (21)

where FL and FR are the inviscid fluxes evaluated based on WL and WR, ∆W = WR −WL, |Â| = R̂|Λ̂|R̂−1, R̂ is
the matrix of primitive variable right eigenvectors and Λ̂ is the eigenvalue matrix. The matrix Â is the linearized flux
Jacobian evaluated at a reference state, Ŵ. A simple arithmetic average between the left and right states was chosen
as the reference state.

The viscous fluxes at each quadrature point are evaluated by averaging the interface state and gradients

G (WL,WR,∇WL,∇WR) = Fv

{
1
2

(WL + WR) ,
1
2

(∇WL,∇WR)
}

(22)

Because derivatives of the reconstructed polynomial are required, the leading truncation error due to the viscous
operator is only O

(
∆xk

)
. The degree of the reconstruction polynomial is therefore increased by one to match the
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leading truncation error introduced by the inviscid operator. The Gauss quadrature rule is selected to maintain an order
of accuracy of k + 1 when integrating the fluxes over the cell faces.

For piecewise-linear (k = 1) representations, second-order (k +1) accuracy of the viscous operator can be achieved
without increasing the degree of the polynomial interpolatant. In this case, the average gradient at the interface is
evaluated by [84]

∇Wi+1/2 =
(
Wn −Wp

) n̂
n̂ · ~rp→n

+

(
∇W − ∇W · ~rp→n

n̂
n̂ · ~rp→n

)
(23)

where ∇W is the weighted average of the cell interface

∇W = α∇Wp + (1 − α)∇Wn (24)
α = Vp/(Vp + Vn)

Equation (23) is second-order accurate if the gradient representation is also second-order accurate. Thus, k + 1 recon-
struction is not required for k = 1.

3.3 Inexact Newton Method for Steady and Unsteady Flows
Integration of the governing equations is performed in parallel to fully take advantage of modern computer archi-
tectures. This is carried out by dividing the computational domain up using a parallel graph partitioning algorithm,
called Parmetis [85], and distributing the computational cells among the available processors. Solutions for each com-
putational sub-domain are simultaneously computed on each processor. The proposed computational algorithm was
implemented using the message passing interface (MPI) library and the Fortran 90 programming language [86]. Ghost
cells, which surround an individual local solution domain and overlap cells on neighboring domains, are used to share
solution content through inter-block communication.

Newton’s method is applied in this work for both steady state relaxation and transient continuation. For transient
calculations, a dual-time-stepping approach is used [21, 22, 67–69] with the family of high-order backwards difference
formulas to discretize the physical time derivative. In both cases, steady and unsteady, Newton’s method is used to
relax

R∗(W) = R +
dW
dt

= 0 (25)

where dW
dt = 0 for steady problems.

This particular implementation follows the algorithm developed previously by Groth et al. [87–89] specifically
for use on large multi-processor parallel clusters. The implementation makes use of a Jacobian-free inexact Newton
method coupled with an iterative Krylov subspace linear solver.

3.3.1 Inexact Newton Method For Steady Problems

For steady problems, a solution to Eq. (25) is sought by iteratively solving a sequence of linear systems given an initial
estimate, W0. Successively improved estimates are obtained by solving(

∂R
∂W

)k

∆Wk = J(Wk)∆Wk = −R(Wk) (26)

where J = ∂R
∂W is the residual Jacobian. The improved solution at step k is then determined from

Wk+1 = Wk + ∆Wk (27)

The Newton iterations proceed until some desired reduction of the norm of the residual is achieved and the condition
‖R(Wk)‖ < ε‖R(W0)‖ is met. The tolerance, ε, used in this work was typically 10−7 for steady problems.

For a system of nonlinear equations, each step of Newton’s method requires the solution of the linear problem
Jx = b where x = ∆W and b = −R(W). This system tends to be relatively large, sparse, and non-symmetric for which
iterative methods have proven much more effective than direct methods. One effective method for a large variety of
problems which is used here is the generalized minimal residual (GMRES) technique of Saad and co-workers [58, 90–
92]. This is an Arnoldi-based solution technique which generates orthogonal bases of the Krylov subspace to construct

9



the solution. The technique is particularly attractive because the matrix J is not explicitly formed and instead only
matrix-vector products are required at each iteration to create new trial vectors. This drastically reduces the required
storage. Another advantage is that iterations are terminated based on only a by-product estimate of the residual which
does not require explicit construction of the intermediate residual vectors or solutions. Termination also generally only
requires solving the linear system to some specified tolerance, ‖Rk + Jk∆Wk‖2 < ζ‖R(Wk)‖2, where ζ is typically in
the range 0.1−0.5 [56]. We use a restarted version of the GMRES algorithm here, GMRES(m), that minimizes storage
by restarting every m iterations.

Right preconditioning J is performed to help facilitate the solution of the linear system without affecting the
solution residual, b. The preconditioning takes the form(

JM−1
)

(Mx) = b (28)

where M is the preconditioning matrix. A combination of an additive Schwarz global preconditioner and a block
incomplete lower-upper (BILU) local preconditioner is used. In additive Schwarz preconditioning, the solution in
each block is updated simultaneously and shared boundary data is not updated until a full cycle of updates has been
performed on all domains. The preconditioner is defined as follows

M−1 =

Nb∑
k=1

BT
k M−1

k Bk (29)

where Nb is the number of blocks and Bk is the gather matrix for the kth domain. The local preconditioner, M−1
k , in

Eq. (29) is based on block ILU(p) factorization [92] of the Jacobian for the first order approximation of each domain.
The level of fill, p, was maintained at between 0–1 to reduce storage requirements. Larger values of p typically offer
improved convergence characteristics for the linear system at the expense of storage. To further reduce computational
storage, reverse Cuthill-McKee matrix reordering is used to permute the Jacobian’s sparsity pattern into a band matrix
form with a small bandwith [93].

3.3.2 Implicit-Euler Startup

Newton’s method can fail when initial solution estimates fall outside the radius of convergence. To ensure global
convergence of the algorithm, the implicit Euler startup procedure with successive evolution/relaxation (SER) pro-
posed by Mulder and Van Leer [94] was used. Application of this startup procedure to the semi-discrete form of the
governing equations gives  Γ

∆τk +

(
∂R
∂W

)k ∆Wk = −Rk (30)

where ∆τk is the time step. In the SER approach, the time step is varied from some small finite value and gradually
increased as the steady state solution is approached. As ∆τk → ∞, Newton’s method is recovered.

In the quasi-Newton and SER methods, the time step size was determined by considering the inviscid Courant-
Friedrichs-Lewy (CFL) and viscous Von Neumann stability criteria based on the pseudo-compressible system. The
maximum permissible time step for each local cell is determined by

∆τk ≤ CFL ·min
[
∆x
λ+
,
ρ∆x2

µ

]
(31)

where CFL is a constant greater than zero which determines the time step size and ∆x = V1/3 is a measure of the grid
size. Using SER, the CFL number for the kth iteration is computed using the following relation:

CFLk = CFL0 ‖R(W0)‖
‖R(Wk)‖

(32)

During the startup phase of the Newton calculation, a value for CFL between 10–100 is typically used. The minimum
value of β was chosen based on the following formulation proposed by Turkel [18]:

β = max
[
2
(
u2 + v2 + w2

)
, ε

]
(33)

where ε is a smallness parameter.
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Table 2. Coefficients for the BDF methods.

αn+1un+1 + αnun + . . . = ∆t f n+1

Order un+1 un un−1 un−2 un−3

1 1 -1

2 2
3 −2 1

2

3 11
6 −3 3

2 − 1
3

4 25
12 −4 3 4

3
1
4
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8
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(λ
∆
t)
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BDF3
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ν=2

ν=1
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∂u

∂t
+ a

∂u

∂x
= 0

Fig. 2. Stability diagram for the BDF methods applied to
the linear advection equation. Lines enclose the unstable
regions for each method; symbols are the eigenvalues for a
first-order upwind spatial discretization with uniform mesh
spacing ∆x and periodic boundaries. λ represents the eigen-
values, ∆t is the time step size, a is the wave speed, and
ν = a∆t/∆x is the CFL number.

3.3.3 Dual-Time Stepping Approach for Unsteady Problems

Applying the BDF temporal discretization and Newton’s method to the semi-discrete form of the governing equations,
Eq. (25), gives  α∆tn

(
∂U
∂W

)(n+1,k)

+
Γ

∆τk +

(
∂R
∂W

)(n+1,k) ∆W(n+1,k) = −R(n+1,k) −
dU
dt

∣∣∣∣∣∣
(n+1,k)

= −R∗(n+1,k) (34)

where n is the outer time level, k is the now the inner iteration level, and α is a constant which depends on the temporal
discretization (α = 1 for implicit Euler, 3/2 for BDF2, 11/6 for BDF3 and 25/12 for BDF4).

In the dual time-stepping procedure, at each physical time step n, a steady problem is solved using the Newton
procedure described in Section 3.3.1. The stability of the unsteady system is now governed by the physical time step
size, which is determined based on the CFL criterion:

∆tn ≤ CFLphys ·min
(

∆x
u2 + v2 + w2

)
(35)

where the CFLphys is the physical CFL number. The convergence tolerance for the inner iteration loop used here was
ε = 10−4. A tolerance of 10−4 was shown to provide a good balance between accuracy and computation time by
Tabesh and Zingg [95].

Coefficients for the different BDF schemes are provided in Table 2. The order of accuracy of the temporal dis-
cretization scheme was chosen to match the accuracy of the spatial discretization. Note however, it is well known that
BDF methods with accuracy higher than second-order can be unstable when the real component of the eigenvalues of
the system are negative. A stability analysis of the BDF methods applied to the one-dimensional form of the linear
advection equation is shown in Fig. 2. The eigenvalues, λ, for a first-order upwind discretization applied to this system
with uniform mesh spacing ∆x and periodic boundary conditions are also shown in Fig. 2. BDF4 is stable for a CFL,
ν = a∆t/∆x, up to 2. This condition may be relaxed for systems involving diffusion and relaxation processes since
they tend to shift the eigenvalues further into the negative portion of the real λ∆t-plane. As such, the BDF methods
are still suitable for the present application since Eq. (4) involves a system of advection-diffusion equations. No issues
related to the stability of the BDF methods were encountered throughout this research.
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4 Results For Three-Dimensional Unstructured Mesh
The proposed finite-volume scheme was assessed in terms of accuracy, stability, and computational efficiency. Numer-
ical results for both smooth and discontinuous function reconstructions as well as solutions for steady and unsteady
viscous flows on three-dimensional unstructured mesh were obtained. All computations were performed on a high
performance parallel cluster consisting of 3,780 Intel Xeon E5540 (2.53GHz) nodes with 16GB RAM per node. The
cluster is connected with a high speed InfiniBand switched fabric communications link.

An error analysis is performed whenever exact solutions are present. Accuracy is assessed based on the L1 and L2
norms of the error between the exact solution and the numerical solution. The Lp norm of the error is evaluated over
all cells, i,

Lp = ‖Error‖p =

 1
VT

∑
i

$
Vi

∣∣∣uk
i (x, y, z) − uexact(x, y, z)

∣∣∣p dV

1/p

(36)

where VT is the total volume of the domain and uexact(x, y, z) is the exact solution. This integration is performed
using an adaptive cubature algorithm developed by Cools et al. [96, 97] for integrating functions over a collection of
N-dimensional hyperrectangles and simplices.

4.1 Spherical Cosine Function
The first case considered is the reconstruction of a smooth spherical cosine function. The function, which is smooth in
all directions, is described by

u(r) = 1 +
1
3

cos(r) (37)

where r = 10
√

x2 + y2 + z2 is the radial position. The solution is computed on a unit cube using grids composed
of tetrahedral, Cartesian, and irregular hexahedral cells with varying levels of resolution. The irregular hexahedral
meshes were generated by randomly perturbing the internal nodes of an initial Cartesian mesh.

The results for the unlimited k-exact reconstruction of the three-dimensional spherical cosine function performed
on a coarse mesh with 3,072 tetrahedral elements is illustrated in Fig. 3(a). As the order of the piecewise polynomial
interpolant is increased from k=0 to k=3, the reconstructed solution rapidly approaches the exact solution. There is
almost no visible difference between the exact solution and the reconstructed solution for k=4 (not shown in figure).

An analysis of the L2 norm of the error in the numerical solution as the tetrahedral mesh resolution is increased,
illustrated in Fig. 3(b) for various values of k, confirms that k-exact reconstruction of a smooth function yields an
order of accuracy equal to k+1. Similar results for the error analysis are observed for meshes composed of Cartesian,
Fig. 3(c), and irregular hexahedrals, Fig. 3(d).

4.2 Abgrall’s Function
The Abgrall function [29] possesses a number of solution discontinuities which test a high-order spatial discretization’s
ability to maintain monotonicity. Reconstructions of this function using the proposed high-order CENO algorithm for
unstructured meshes are obtained to ensure the effectiveness of the smoothness indicator defined in Eq. (18). Even
though the performance of this formulation for S was already verified using the Abgrall function and structured
mesh [49], it has not been fully evaluated for unstructured mesh. McDonald et al. [51] only obtained preliminary
results for this function on tetrahedral meshes. The Abgrall function is defined as

u(x, y) =

{
f (x − cot

√
π/2 y) if x ≤ cos(πy)/2, and

f (x + cot
√
π/2 y) + cos(2πy) if x > cos(πy)/2.

(38)

where

f (r) =


−r sin

(
3πr2/2

)
if r ≤ −1/3,

| sin(2πr)| if |r| < 1/3, and
2r − 1 + sin(3πr)/6 if r ≥ 1/3.

(39)

and r =
√

x2 + y2. Here, it is applied in three dimensions to a cube with length 2 by extruding the two-dimensional
function along the z axis. The reconstructed solution obtained using the proposed high-order CENO algorithm for
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Fig. 3. Results for k-exact reconstruction of the spherical cosine function. (a) Unlimited reconstructed solution along
the diagonal from (0, 0, 0) to (1, 1, 1) obtained on a mesh with 3,072 tetrahedral cells; L2 norm of reconstruction error
for (b) tetrahedral, (c) Cartesian, and (d) irregular hexahedral shaped cells.

unstructured meshes with k = 4 is compared with the exact solution in Figs. 4(a) and 4(b). The CENO scheme is
able to accurately reconstruct the Abgrall function even on a relatively coarse mesh of only 196,608 tetrahedral cells
without producing spurious oscillations. For this mesh, there is only approximately 58 cells in each direction with an
average edge length of 0.03. The smoothness indicator, illustrated in Fig. 4(c), correctly identified the discontinuities
in both f (r) and ∂ f (r)/∂x.

The reconstructed solution obtained with k=0 to k=4 and 196,608 tetrahedral cells along a line is illustrated in
Fig. 4(d). The proposed CENO scheme is able to ensure oscillation-free solutions despite the large discontinuities
observed. The spikes observed in the numerical solution occur when the line intersects the faces between cells at acute
angles.

The effect of mesh resolution on the L1 norm of the solution error is shown in Fig. 5 for tetrahedral and irregular
hexahedral cells. A large improvement in the error is achieved by increasing k from 0 to 1. This improvement
becomes less pronounced as k is increased further to 4 since a large portion of the domain possesses discontinuous
features. An order of accuracy of 1 is expected for all values of k due to discontinuities in the function and the use of
a limited piecewise linear reconstruction in these regions. Nonetheless, the hybrid reconstruction procedure maintains
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Fig. 4. Results for CENO reconstruction of Abgrall’s function obtained using a three-dimensional mesh with 196,608
tetrahedral cells. (a) Exact solution; (b) numerical solution and (c) computed smoothness indicator for k=4; (d)
reconstructed solution along the line identified in (a).

the monotonicity of the higher-order solutions. This highlights the robustness of the proposed scheme.

4.3 Isothermal Flow Over a Flat Plate
Numerical results for the steady laminar flow over a flat plate were obtained using the second-order CENO finite
volume scheme and compared with the Blasius analytic solution. The computational domain and boundary conditions
are illustrated in Fig. 6(a). A rectangular domain was used with dimensions 4L× 2L× L/4. The far-field and upstream
of the plate are modeled by a reflection/slip condition while the presence of the plate is simulated using a no-slip
condition. A uniform velocity profile is specified at the inlet and a zero-gradient condition on the fluid velocity is
applied at the outlet. Pressure is held fixed and equal to 0 at the outlet. The free-stream Mach number and Reynolds
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Fig. 5. Effect of grid resolution on solution accuracy for CENO reconstruction of the Abgrall function. Accuracy is
measured using the L1 norm of the error.

number based on the plate length, L, are M∞ = 0.2 and ReL = 10, 000, respectively. Solutions were obtained on a
stretched mesh with 512,000 Cartesian cells (160×160×20) clustered near the leading edge of the plate and near the
lower boundary. The CFL was initially equal to 100 for start-up and then increased to 400 using the SER procedure
outlined in Section 3.3.2.

The predicted non-dimensionalized boundary layer profile at Rex = 8, 000 is compared with the Blasius analytic
solution in Fig. 6(c). The non-dimensional distance from the plate, η, is defined as y

√
Rex/x. Excellent agreement is

obtained with the analytic solution.
The convergence history obtained using the second-order CENO scheme is provided in Fig. 6(b). Excellent con-

vergence characteristics are displayed by the parallel Newton-Krylov-Schwarz solution algorithm, requiring only 2500
evaluations of Eq. (25) to reduce the equation residuals by approximately eight orders of magnitude. Note that a non-
zero residual is observed for the enthalpy equation even though the flow is isothermal. This is a result of introducing
a pseudo-time derivative with respect to pressure to Eq. (1c).

4.4 Taylor-Green Vortex Decay
The Taylor-Green vortex solution [98] is used for testing and validation of the spatial and temporal accuracy of the
proposed solution algorithm for the incompressible Navier-Stokes equations. The Taylor-Green vortex solution is
given by

u = sin x cos y exp−2νt (40)

v = − cos x sin y exp−2νt (41)

p =
ρ

4
(cos 2x + cos 2y) exp−4νt (42)

over the domain 0 ≤ x, y ≤ 2πwhere ν is the kinematic viscosity of the fluid. Although the solution is two-dimensional,
it was extended to three dimensions by extrapolating the solution in the z-direction and setting w=0. Solutions were
obtained on a periodic cube domain with length 2π m using varying grid resolutions with either regular hexahedral
(Cartesian) or tetrahedral cells and a time interval of ∆t=0.05 s. This time step size corresponds to a CFLphys of 0.1 on
the coarsest mesh and 2.0 on the finest mesh. The kinematic viscosity, ν = µ/ρ, is set to 0.01 m/s2 in this case which
corresponds to a Reynolds number of 100.

The initial conditions for u at time t=0 is illustrated in Fig. 7(a). As time progresses, the magnitude of the velocity
decays exponentially through the effects of viscous damping. This decay is apparent in Fig. 7(b) which shows the
exact solution along y=z=π m at t=25 s. The predicted solutions obtained using the CENO finite-volume scheme with
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Fig. 6. Numerical results for laminar flow over a flat plate. (a) Computational domain and boundary conditions;
(b) convergence history for the second-order accurate solution; and (c) Blasius and numerical solutions for the non-
dimensionalized boundary layer profile at Rex=8,000.

different orders of accuracy on a mesh with 643 hexahedra are also provided in Fig. 7(b). The first-order solution,
which uses a piecewise-constant representation to evaluate the inviscid fluxes and a piecewise-linear representation
for the viscous fluxes, greatly over-predicts the exponential decay of the velocity field because of the scheme’s disspa-
tive nature. A significant improvement in accuracy is observed when the second-order scheme is used. However, the
second-order scheme still cannot properly represent the sinusoidal form of the solution using a piecewise-linear rep-
resentation. Excellent agreement is obtained between the predicted solutions obtained using the higher-order schemes
(third- and fourth-order) and the exact solution.

An error analysis was performed to verify the correct spatial order-of-accuracy and is shown in Fig. 8 for both
Cartesian, Fig. 8(a), and tetrahedral, Fig. 8(b), meshes. For both types of mesh, the first-order scheme yields an order-
of-accuracy of 0.6, which is less than the expected value of 1. However, it is apparent in Fig. 8 that the finest meshes
used in both of these studies has not yet reached the asymptotic regime since the slopes of their corresponding lines is
still decreasing. The second-order scheme provides an order-of-accuracy equal to approximately 3 on both Cartesian
and tetrahedral meshes. This observed increased slope is also observed for the meshes composed of tetrahedra

When the third- and fourth-order schemes are applied to uniform Cartesian mesh, a similar trend regarding the
magnitude of the slopes of the lines corresponding to error vs mesh-size is observed in Fig. 8(a). The fourth-order
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Fig. 8. Effect of mesh size on the L2-norm of the error in u for the Taylor-Green vortex decay.

scheme achieves an extra order-of-accuracy while the third-order scheme achieves two extra orders. However, both
schemes are expected to yield the same order of accuracy as a result of the cancellation of truncation errors on uniform
Cartesian mesh. This suggests that the asymptotic regime has not yet been reached and may explain the unexpected
change in slope when the number of computational cells is increased from 1283 to 1922.

With the tetrahedra meshes, Fig. 8(b), fourth-order accuracy is observed for both the third- and fourth-order
schemes. Since no cancellation of truncation errors is expected for tetrahedral mesh, this suggests that the largest
meshes used in this study may not be sufficiently fine to reach the asymptotic regime. Further study is warranted to
clarify these findings. It is certainly clear that the observed convergence rates for all orders either matches or exceeds
the theoretical expectations for this unsteady problem.

The computational efficiency is assessed in Fig. 9 which illustrates the error as a function of CPU time for each
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Fig. 9. Required CPU time for a desired level of accuracy for the Taylor-Green vortex decay.

scheme. As expected, lower levels of error have a higher associated computational costs for all the schemes tested
here. If the desired level of error is large, around 10−1 and higher, the first- and second-order solution methods
offer the lowest computational cost. However, the third- and fourth-order schemes become the most cost effective in
terms of accuracy vs computational time when higher levels of accuracy are desired. For example, for an L2 error
of approximately 10−4 on a uniform Cartesian mesh, the third- and fourth-order schemes are 86 and 62 times faster
than the second-order scheme, respectively. This level of error is achieved by both the third- and fourth-order schemes
using a mesh 64 times smaller than the mesh required by the second-order scheme. It is apparent that for unstructured
meshes of both Cartesian and tetrahedral computational cells, the higher-order schemes (third-order accuracy and
higher) offer a superior advantage over the low-order ones in terms of accuracy and computational cost.

5 Conclusions
A high-order finite-volume solver has been developed for the numerical solution of the incompressible Navier-Stokes
equations on unstructured meshes using the pseudo-compressibility approach. The scheme is a high-order variant
of cell-centered, Godunov-type, finite-volume, methods and uses the hybrid CENO reconstruction method recently
proposed by Ivan and Groth [49, 50].

An initial validation of the CENO reconstruction procedure and finite-volume scheme has been performed for a
variety of functions and idealized flow problems. For smooth functions, up to forth-order reconstruction accuracy
was achieved on general unstructured hexahedral and tetrahedral mesh. Robust and monotone reconstructions were
maintained throughout this study even for functions with discontinuities. This demonstrates the effectiveness of the
smoothness indicator, which lowers the order of accuracy of the scheme near areas of discontinuities or under-resolved
solution content in order to maintain monotonicity.

Further validation of predicted solutions to the three-dimensional Navier-Stokes equations was performed. Numer-
ical results obtained for the unsteady decay of Taylor-Green vortices confirmed that high-order solutions for smooth
viscous incompressible fluids are achieved with the proposed finite-volume scheme, even on unstructured mesh. The
higher-order schemes also displayed excellent computational efficiency in terms of both accuracy and CPU time. For
an L2 error of approximately 10−4, the third- and fourth-order schemes are 86 and 62 times faster than the second-order
scheme, respectively. This level of error was achieved by both schemes using a mesh 64 times smaller than the mesh
required by the second-order scheme.

In general, the proposed scheme is able to accurately represent solutions with smooth extrema while robustly han-
dling under-resolved and/or non-smooth solution content. Combined with the parallel Newton-Krylov-Schwarz solu-
tion algorithm, which displayed excellent convergence characteristics, the proposed finite-volume scheme is able to
obtain fast and accurate solutions to the incompressible Navier-Stokes equations. Future work consists of further devel-
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opment and validation of the proposed Newton-Krylov-Schwarz CENO algorithm for three-dimensional unstructured
meshes. This includes applying the pseudo-compressibility approach to more complex flows, such as the large-eddy
simulation of turbulent flames, and incorporating a multi-block adaptive mesh refinement (AMR) algorithm [99–102].
The applicability of CENO to AMR and the substantial benefits in terms of accuracy and computational savings have
already been demonstrated for body-fitted multi-block meshes [49, 50].
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