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A parallel adaptive mesh refinement (AMR) algorithm is described for predicting tur-
bulent non-premixed gaseous combusting flows in three space dimensions. The Favre-
averaged Navier-Stokes equations governing a reactive mixture of thermally perfect gases,
the two transport equations of the k-ω turbulence model, and the time-averaged species
transport equations, are all solved using a fully coupled finite-volume formulation on body-
fitted multi-block hexahedral mesh. The numerical algorithm adopts a cell-centred upwind
finite-volume discretization procedure and uses limited solution reconstruction, approxi-
mate Riemann solver based flux functions to determine the inviscid (hyperbolic) flux at
cell interfaces. The viscous (elliptic) components of the cell face flux are evaluated by em-
ploying a hybrid average gradient-diamond path approach. For the treatment of near-wall
turbulence, both low-Reynolds-number and wall-function formulations of the k-ω model
are used, with a procedure for automatically switching from one to the other, depend-
ing on mesh resolution. A flexible block-based hierarchical octree data structure is used
to maintain the connectivity of the solution blocks in the multi-block mesh and facilitate
automatic solution-directed mesh adaptation according to physics-based refinement cri-
teria. This AMR approach allows for anisotropic mesh refinement and the block-based
data structure readily permits efficient and scalable implementations of the algorithm on
multi-processor architectures. Numerical results for turbulent non-premixed methane-air
diffusion flames are described to demonstrate the validity and potential of the parallel
AMR approach for predicting complex combusting flows.

I. Introduction

With recent advances in computational fluid dynamics (CFD) and numerical methods for combusting
flows, as well as advances in high-performance-computing hardware, numerical modelling has become an
important powerful and effective tool for the design of advanced combustion systems. The importance of
numerical modelling has increased with the increasingly stringent emission legislation imposed by govern-
ments worldwide. The latter has made the combustor and engine design process much more challenging.
As virtually all practical combustion systems involve turbulent combustion and pollutant and particulate
emissions are controlled by the details of the turbulent fuel-air mixing and combustion processes, a detailed
understanding of the strong nonlinear interaction between the turbulent flow structure, chemical kinetics,
and thermodynamic properties of the reactants and products is required for obtaining improved low-emission
combutor designs.

Three primary tools for performing simulations of turbulent combusting flows have emerged: (i) direct
numerical simulation (DNS); (ii) large-eddy simulation (LES); (iii) and Reynolds- or Favre-averaged Navier-
Stokes (RANS) simulation techniques, each possessing various advantages and disadvantages.1, 2 In DNS, all
of the turbulent and chemical length and time scales are fully resolved. For this reason, DNS is a powerful tool
for studying turbulent flame structure and turbulence/chemistry interactions in detail. It is mainly reserved
for understanding the basic processes of combustion phenomena, such as extinction and re-ignition, flow and
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flame unsteadiness, and differential diffusion of chemical species (some recent examples of the application of
DNS techniques to problems in combustion are described by Vervisch3). However, despite the successes to
date, DNS is generally restricted to generic simplified and/or more academic combustor configurations due
to the very high computational costs of fully resolving all solution scales. It will not be used to simulate
turbulent combustion phenomena in practical combustor configurations with complex geometry any time in
the near future. LES is an alternative to DNS in which the large energy containing structures or eddies
are computed directly and the small and generally more universal dissipative turbulent scales are modelled,
thereby offering potential computational savings.4 Over the last decade, the approach has evolved to become
a truly predictive tool for non-reacting flows4–8 and has been shown in many applications to provide more
accurate predictions of the flow fields than the more conventional RANS-based methods for reacting flows.3

Nevertheless, universal and accurate sub-filter scale models for non-premixed and premixed reacting flows are
not currently available and the accurate and reliable numerical solution of the filtered Navier-Stokes equations
remains a significant computational challenge for many practical problems in turbulent combustion.

As LES is still at an early stage of development for combusting flows and due to the still relatively high
cost of performing such simulations, RANS-based methods are the predominant approach in engineering
CFD applications for combusting flows involving complex flow geometries.9 This situation is not expected to
change in the near future. Nevertheless, in spite of simplifications offered by time-averaging approaches, the
system of equations governing turbulent combusting flows can be both large and stiff and its solution can still
place severe demands on available computational resources. In particular, approaches are required to reduce
the computational costs of simulating combusting flows using RANS-based methods, thereby permitting
their application on a more routine basis.

Many approaches have been taken to reduce the computational costs of simulating combusting flows.
One successful approach is to make use of solution-directed mesh adaptation, such as the adaptive mesh
refinement (AMR) algorithms. Originally proposed by Berger and Oliger for computing time-dependent
solutions to hyperbolic partial differential equations in multiple space dimensions,10 AMR approaches have
been developed for a wide variety of engineering problems.11–29 AMR is a powerful tool for computing solu-
tions to partial differential equations whose solutions have disparate spatial scales. Computational grids are
automatically adapted to the solution of the governing equations and this is very effective in treating prob-
lems with multiple scales, providing the required spatial resolution while minimizing memory and storage
requirements. Another approach for coping with the computational cost of reacting flow prediction is to ap-
ply a domain decomposition procedure and solve the problem in a parallel fashion using multiple processors.
Large massively parallel distributed-memory computers can provide many fold increases in processing power
and memory resources beyond those of conventional single-processor computers and would therefore provide
an obvious avenue for greatly reducing the time required to obtain numerical solutions of combusting flows
(see Douglas et al.,30 Reynolds and Fatica,31 and Medic et al.32 for examples of parallel algorithm develop-
ment for numerical combustion modelling). Finally, there is also the possibility of reducing computational
costs by combining a parallel implementation with an AMR strategy, producing a parallel AMR method
that both reduces the overall problem size and the time to calculate a solution. Recent progress in the
development and application of parallel AMR algorithms for low-Mach-number reacting flows and premixed
turbulent combustion is described by Day and Bell33–35 and more recently, Northrup and Groth36 and Gao
and Groth37, 38 have also proposed a parallel block-base AMR method using body-fitted multi-block mesh
for application to both laminar and turbulent non-premixed combusting flows.

This paper describes the direct extension of the parallel algorithm proposed in the previous work of Gao
and Groth37, 38 for two-dimensional planar and axisymmetric turbulent non-premixed combusting flows to the
three-dimensional case using body-fitted multi-block hexahedral mesh. The paper is structured as follows. In
Section II, the system of governing equations for a compressible thermally perfect reactive mixture of gases is
presented. In Section III, the main elements of the numerical algorithm are described. Numerical validation
of the algorithm is performed in Section IV. Components of the proposed algorithm are are evaluated
separately for several canonical flow problems. In Section V, the solutions of the three-dimensional code for
a bluff-body burner are compared to experimental results. Finally, the parallel performance of the proposed
algorithm is considered in Section VI and conclusions are drawn in Section VII.
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II. Mathematical Model of Turbulent Combusting Flows

II.A. Favre-Averaged Navier-Stokes Equations

A mathematical model based on the Favre-averaged Navier-Stokes equations for a compressible thermally
perfect reactive mixture of gases has been formulated and is used herein to describe turbulent non-premixed
combustion processes. In this formulation, the continuity, momentum, and energy equations for the reactive
mixture of N species are

∂ρ

∂t
+ ∇ · (ρ~u) = 0 , (1)

∂

∂t
(ρ~u) + ∇ ·

(

ρ~u~u + p
~~I

)

= ∇ ·
(

~~τ +
~~λ

)

+~f , (2)

∂

∂t
(ρe) + ∇·

[

ρ~u

(

e +
p

ρ

)]

=∇·
[(

~~τ +
~~λ

)

· ~u
]

+ ∇ · (Dk∇k) − ∇ · (~q + ~qt) + ~u ·~f , (3)

where ρ is the time-averaged mixture density, ~u is the Favre-averaged mean velocity of the mixture, p is
the time-averaged mixture pressure, e = |~u|2/2 +

∑N
n=1 cnhn − p/ρ + k is the Favre-averaged total specific

mixture energy, ~f is a body force per unit volume acting on the gaseous mixture, k is the specific turbulent

kinetic energy, Dk is the coefficient for the diffusion of the turbulent energy, ~~τ and
~~λ are the molecular and

turbulent Reynolds stress tensors or diads, and ~q and ~qt are the molecular and turbulent heat flux vectors,
respectively. The mixture pressure is given by the ideal gas law

p =

N
∑

n=1

ρcnRnT , (4)

where Rn is the species gas constant and T is the mixture temperature. Fourier’s law is used to represent
the thermal diffusion caused by the random thermal motion and turbulence. In addition, hn is the absolute
(chemical and sensible) internal enthalpy for species n. The transport equation describing the time evolution
of the species mass fraction, cn, is given by

∂

∂t
(ρcn) + ∇ · (ρcn~u) = −∇ ·

(

~J n + ~J tn

)

+ ρẇn , (5)

where ẇn is the time-averaged or mean rate of the change of the species mass fraction produced by the
chemical reactions and ~J n and ~J tn are the molecular and turbulent diffusive fluxes for species n, respectively.
The latter are specified using Fick’s law.

II.B. Turbulence Model

The modified two-equation k-ω model of Wilcox39 is used here to model the unresolved turbulent flow

quantities. In this approach, the Boussinesq approximation is used to relate the Reynolds stress tensor,
~~λ,

to the mean flow strain-rate tensor using a turbulent eddy viscosity, µt,

λij = µt

[

∂ui

∂xj
+

∂uj

∂xi
− 2

3
δij

∂uk

∂xk

]

− 2

3
δijρk , (6)

with µt =ρk/ω. Transport equations are solved for turbulent kinetic energy, k, and the specific dissipation
rate, ω, given by

∂

∂t
(ρk) + ∇ · (ρk~u) =

~~λ : ∇~u + ∇ · [(µ + µtσ
∗)∇k] − β∗ρkω , (7)

∂

∂t
(ρω) + ∇ · (ρω~u) = α

ω

k
~~λ : ∇~u + ∇ · [(µ + µtσ)∇ω] − βρω2 , (8)

where µ is the molecular viscosity of the mixture and σ∗, β∗, α, σ, and β are closure coefficients for the
two-equation model. The latter are given by

α =
13

25
, β = β◦fβ , β∗ = β∗

◦
fβ∗ , σ = σ∗ =

1

2
, (9)
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with

β◦ =
9

125
, β∗

◦
=

9

100
, (10)

fβ =
1 + 70χω

1 + 80χω
, fβ∗ =







1 χk ≤ 0 ,
1 + 680χ2

k

1 + 400χ2
k

χk > 0 ,
, (11)

and

χω =

∣

∣

∣

∣

ΩijΩjkSki

(β∗

◦
ω)3

∣

∣

∣

∣

, χk =
1

ω3

∂k

∂xj

∂ω

∂xj
. (12)

The tensors Ωij and Ski are the vorticity and strain rate tensors, respectively.
Both low-Reynolds-number and wall-function formulations of the k-ω model are used for the treatment

of near-wall turbulent flows, with a procedure for automatically switching from one to the other, depending
on mesh resolution. In the case of the low-Reynolds-number formulation, it can be shown that

lim
y→0

ω =
6ν

βy2
, (13)

where y is the distance normal from the wall.39 Rather than attempting to solve the ω-equation directly,
the preceding expression is used to specify ω for all values of y+ ≤ 2.5, where y+ = uτy/ν, u2

τ = τw/ρ,
and τw is the wall shear stress. Provided there are 3-5 computational cells inside y+ = 2.5, this procedure
reduces numerical stiffness, guarantees numerical accuracy, and permits the k-ω model to be solved directly
in the near-wall region without resorting to wall functions. In the case of the wall-function formulation, the
expressions

u

uτ
=

1

κ
ln(y+) + C , (14)

k =
u2

τ√
β∗

, (15)

ω =
uτ√
β∗κy

, (16)

are used to fully specify k and ω for y+ ≤ 30-250, where κ is the von Kármán constant. A procedure has
been developed to automatically switch between these two approaches, depending on the near-wall mesh
resolution. This automatic near-wall treatment readily accommodates situations during adaptive mesh
refinement where the mesh resolution may not be sufficient for directly calculating near-wall turbulence
using the low-Reynolds-number formulation.

II.C. Thermodynamic and Transport Properties

Thermodynamic relationships and transport coefficients are required to close the system of equations given
above. Thermodynamic and molecular transport properties of each gaseous species are prescribed using the
empirical database compiled by Gordon and McBride,40, 41 which provides curve fits for the species enthalpy,
hn; specific heat, cpn; entropy; viscosity, µn; and thermal conductivity, κn, as functions of temperature, T .
For example, the enthalpy and viscosity for a particular species is given by

hn = RnT
[

−a1,nT−2 + a2,nT−1 lnT + a3,n +
a4,n

2
T +

a5,n

3
T 2 +

a6,n

4
T 3 +

a7,n

5
T 4 + b1T

−1
]

+ ∆ho
fn

, (17)

lnµn = An lnT +
Bn

T
+

Cn

T 2
+ Dn , (18)

where ak,n, An, Bn, Cn, and Dn are the coefficients for the curve fits. The Gordon-McBride data set contains
curve fits for over 2000 substances, including 50 reference elements.

The molecular viscosity, µ, and thermal conductivity, κ, of the reactive mixture are determined using
the mixture rules of Wilke42 and Mason and Saxena,43 respectively. Turbulent contributions to thermal
conductivity and species diffusivity are modelled by making an analogy between momentum and heat transfer
and introducing the turbulent Prandtl and Schmidt numbers, Prt and Sct, both of which are taken to be
constant (Prt =0.9 and Sct =1), and assuming κt =µtcp/Prt and Dtn =µt/ρSct.
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II.D. Reduced Chemical Kinetics and Eddy Dissipation Model

The primary goal of this research is to establish a computational framework for predicting complex reacting
flows in practical combustor geometries. For these purposes, the use of simplified chemical mechanisms
for gaseous fuels and turbulence-chemistry interaction model allowed for the validation of the proposed
solution algorithm without the added complexities and computational overhead of dealing with more complex
mechanisms and turbulence-chemistry interaction models. Future research will involve the incorporation of
more sophisticated combustion modelling, as well as modelling for liquid fuels and radiation transport.

For the gaseous methane-air combustion considered in the present work, the following reduced, one-step,
five-species, chemical kinetic scheme of Westbrook and Dryer44 is used:

CH4 + 2 O2 → CO2 + 2 H2O . (19)

The five species are methane (CH4), oxygen (O2), carbon dioxide (CO2), water (H2O), and nitrogen (N2).
Nitrogen is taken to be inert.

In order to account for the strong interaction that exists between the chemistry and turbulence in non-
premixed combustion processes, the mean reaction rate, ẇn, is estimated using the eddy dissipation model
(EDM) of Magnussen and Hjertager7

ω̇F = −Cedm

1

τt

ρ min
(

cF,
cO

s

)

, τt ∼
1

ω
. (20)

This model assumes that turbulence mixing limits the fuel burning and the fuel reaction rate is limited by
the deficient species. The individual species mean reaction rate is then taken to be the minimum of the rates
given by the finite-rate chemical kinetics (i.e., the law of mass action and Arrhenius reaction rates) and the
EDM value. The latter is related to the turbulence mixing time and is estimated using the dissipation rate,
ω.

III. Parallel AMR Algorithm

III.A. Finite Volume Scheme

A finite volume scheme is employed to solve the system of Favre-averaged Navier-Stokes equations for a
three-dimensional Cartesian coordinate frame. For three-dimensional flows, Equations (1)–(3), (5), (7), and
(8) can be re-expressed using vector notation as

∂U

∂t
+

∂

∂x
(F− Fv) +

∂

∂y
(G− Gv) +

∂

∂z
(H− Hv) = S , (21)

where U is the vector of conserved variables given by

U =
[

ρ, ρvx, ρvy, ρvz , ρe, ρk, ρω, ρc1, . . . , ρcN

]T

, (22)

and the inviscid and viscous x-direction flux vectors, F and Fv, can be written as

F=




















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














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
























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




































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vx(τxx + λxx) + vy(τxy + λxy) + vz(τxz + λxz) − qx − qtx
+ (µ + µtσ

∗)∂k
∂x

(µ + µtσ
∗)∂k
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(µ + µtσ)∂ω
∂x

−J1x − Jt1x
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



































.

(23)
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Figure 1. Multi-block hexahedral AMR mesh showing showing solution blocks at various levels of refinement and the
corresponding octree data structure.

The y- and z-direction flux vectors G, Gv, H, and Hv have similar forms. The source vector, S, appearing
in Equation 21 contains terms related to the finite rate chemistry, body force due to gravity, and turbulence
modelling and has the form

S =
[

0, fx, fy, fz, ρvzgz, P − β∗ρkω, αω
kP − βρω2, ρω̇1, . . . , ρω̇N

]

, (24)

with

P = λxx
∂u

∂x
+ λxy(

∂u

∂y
+

∂v

∂x
) + λyy

∂v

∂y
+ λxz(

∂u

∂z
+

∂w

∂x
) + λyz(

∂v

∂z
+

∂w

∂y
) + λzz

∂w

∂z
, (25)

and where x, y, and z are the coordinates of the three dimensional Cartesian frame; vx, vy, and vz are the x,
y, and z velocity components; fx, fy, and fz are the components of body forces acting on the mixture; qx,
qy, and qz are the x, y, and z components of the heat flux; τxx, τxy, τyy, τxz, τyz, and τzz are the components
of the viscous fluid stresses; and λxx, λxy, λxz , λxz , λyz , and λzz are the Reynolds stresses.

The system of Equation 21 is integrated over hexahedral cells of a structured body-fitted multi-block
hexahedral mesh. The semi-discrete form of this finite-volume formulation applied to cell (i, j, k) is given by

dUi,j,k

dt
= − 1

Vi,j,k

∑

faces,m

~Fi,j,k,m · ~ni,j,k,mAi,j,k,m + Si,j,k , (26)

where ~F = (F−Fv,G− Gv,H−Hv), Vi,j,k is the volume of cell (i, j, k), A is the area of the cell face, and
~n is the unit vector normal to the cell face. The inviscid (hyperbolic) components of the numerical flux at
each cell face is evaluated using limited linear reconstruction45 and one of several Riemann-solver based flux
functions.46–48 The viscous (elliptic) components of the cell face flux is evaluated by employing a hybrid
average gradient-diamond path approach by Mathur and Murthy.49

For the time-invariant calculations performed as part of this study, a multi-stage time marching scheme
is used to solve the coupled set of non-linear ordinary differential equations that arise from the finite-volume

6 of 18

American Institute of Aeronautics and Astronautics



Figure 2. Examples of neighbouring refined and unrefined
hexahedral solution blocks.

Figure 3. Examples of neighbouring refined and unrefined
hexahedral solution blocks showing ghost cells used inter-
block sharing of solution information.

spatial discretization procedure. The time-marching scheme is based on the optimally-smoothing multi-
stage time marching schemes developed by van Leer et al.50 To cope with numerical stiffness, a semi-implicit
treatment is used in the temporal discretization of the source terms associated with finite-rate chemistry,
turbulence modelling, and body forces.

III.B. Block-Based Adaptive Mesh Refinement

Adaptive mesh refinement algorithms, which automatically adapt the mesh to the solution of the governing
equations, can be very effective in treating problems with disparate length scales. They permit local mesh
refinement and thereby minimize the number of computational cells required for a particular calculation.
Following the approach developed by Groth et al.27, 28 for computational magnetohydrodynamics, a flexible
block-based hierarchical octree data structure, as illustrated in Figure 1, has been developed and is used
in conjunction with the finite-volume scheme described above to facilitate automatic solution-directed mesh
adaptation on multi-block body-fitted hexahedral mesh according to physics-based refinement criteria. Local
refinement and coarsening of the mesh is carried out by division and merging of solution blocks, respectively.

X ZY

Figure 4. Morton ordering space filling curve used to pro-
vide nearest-neighbour ordering of blocks for efficient load
balancing of blocks on multiple processors. The coloured
red line represents the space filling curve passing through
each of the solution blocks in the multi-block mesh.

Figure 2 shows two neighbouring blocks, one of
which has undergone one level of refinement and one
of which has not. Figure 3 depicts the “halo” or
“ghost” cells that are used to facilitate communica-
tions between solution blocks. The proposed AMR
approach allows for anisotropic mesh refinement and
is well suited to parallel implementation via domain
decomposition. Very efficient and highly scalable al-
gorithms have been developed for the predictions of
laminar combusting flows,36 turbulent combusting
flows,37, 38 turbulent multi-phase rocket motor core
flows,51 micro-scale flows,52 and compressible flows
with high-order scheme,53 all in two space dimen-
sions.

III.C. Domain Decomposition and Parallel

Implementation

A parallel implementation of the block-based AMR
scheme has been developed using the C++ program-
ming language and the MPI (message passing inter-
face) library.54 A domain decomposition procedure
is used where the solution blocks making up the computational mesh are distributed equally among available
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Figure 5. Comparison of the predicted axial velocity pro-
files for non-reacting laminar Couette flow to exact analyt-
ical solution.

X Y

Z

p

101325

101324

101323

101322 Boundary Conditions:

Top [z_max]: No-slip
Bottom [z_min]: No-slip
North [y_max]: Periodic
South [y_min]: Periodic
West [x_min]: Inflow
East [x_max]: outflow

L/H = 12.0
Re = 61,600
Uo = 7.4 (m/s)

y+ = 0.185

Figure 6. Channel flow geometry and stretched hexahe-
dral computational mesh used in Re=61, 600 turbulent flow
channel flow calculation.

processors, with more than one block permitted per processor. A Morton ordering space filling curve, as
shown in Figure ??, is used to provide nearest-neighbour ordering of the solution blocks in the multi-block
hexahedral AMR mesh for more efficient load balancing.55

The parallel implementation has been carried out on a parallel cluster of 4-way Hewlett-Packard ES40,
ES45, and Integrity rx4640 servers with a total of 244 Alpha and Itanium 2 processors. A low-latency
Myrinet network and switch is used to interconnect the servers in the cluster.

IV. Numerical Validation

For two-dimensional planar and axisymmetric geometry, the proposed parallel AMR scheme has been
previously validated for non-reacting flows and both laminar diffusion flames36 and turbulent combusting
flows.37, 38 Validation of the proposed three-dimensional algorithm for multi-block hexahedral mesh is consid-
ered herein for non-reacting laminar and turbulent flows. The computation of non-reacting laminar Couette
flow in a channel with a moving wall is considered in order to validate the implementation of the spatial
discretization scheme for the viscous operators. The numerical results are compared to the exact analytical
solution for this case. Furthermore, the validation of the proposed algorithm for non-reacting turbulent flows
is performed by comparing numerical results to the experimental data of Laufer56, 57 for non-reacting fully-
developed turbulent flows in both a duct and a pipe. This second set of the comparisons provides partial
validation of the implementation of the two-equation turbulence model and near-wall sublayer treatments.
The results of these comparisons are summarized in the following subsections.

IV.A. Non-Reacting Laminar Couette Flow

The computation of non-reacting laminar Couette flow in a channel with a moving upper wall velocity
of 29.4 m/s and a favourable pressure gradient of dp/dx = −3, 177 Pa/m was investigated and compared
to the analytic solution. A graph of the predicted velocity profile is shown in Figure 4 and compared to
the exact analytic solution and predicted velocity profile of the two-dimensional version of the proposed
algorithm reported in earlier studies.37, 38 For this nearly incompressible isothermal flow, it can be seen that
the predicted results of the three-dimensional algorithm match well with the analytical solution and the
two-dimensional predictions. This verifies the implementation of the numerical viscous flux operators.

IV.B. Non-Reacting Turbulent Channel and Pipe Flows

The validation of the solver for non-reacting turbulent flows was performed by comparing numerical results
to the experimental data of Laufer56, 57 for non-reacting, fully-developed turbulent flow in a rectangular
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Figure 7. Comparison of the predicted cross-channel mean
axial velocity profile for Re=61, 600 turbulent channel flow
to the experimental data of Laufer.57
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Figure 8. Comparison of the predicted cross-channel tur-
bulent kinetic energy profile for Re=61, 600 turbulent chan-
nel flow to the experimental data of Laufer.57
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Figure 9. Comparison of the predicted radial profile of the
mean axial velocity for Re=500, 000 turbulent pipe flow to
the experimental data of Laufer.56
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Figure 10. Comparison of the predicted radial profile of
the turbulent kinetic energy for Re=500, 000 turbulent pipe
flow to the experimental data of Laufer.56

channel and a circular cross-section pipe. The working gas was air in both cases and, for the channel flow,
the width of the channel was 0.127 m and the Reynolds number based on the centre-line velocity, uo = 7.4
m/s, was Re=61, 600. For the pipe flow, the radius of the pipe was 0.123 and the Reynolds number based
on the centre-line velocity, uo = 30.48 m/s, was Re=500, 000. Figure 5 depicts the channel flow geometry
and boundary condition setup.

Predicted numerical solutions obtained using the proposed parallel AMR scheme for both the turbulent
channel and pipe flows are given in Figures 6-9. The numerical predictions were obtained by integrating the
transport equations for the two-equation turbulent model through the laminar sublayer directly to the channel
and pipe wall. The calculations were performed using 32 cells in the cross-channel and radial directions for
both cases and near-wall stretching of the mesh was applied such that there were 2-3 of computational cells
within the laminar sublayer. The first cell off the wall was located at y+=0.07 and y+=0.0175 for channel
and pipe flows, respectively. The predictions of the mean axial velocity and turbulent kinetic energy are
compared to the experimental data of Laufer56, 57 in the figures. In general, good agreement between the
experimental data and numerical results is observed and it is evident that the k-ω model is able to reproduce
the characteristic features of these two fully-developed non-reacting turbulent flows.
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V. Numerical Results for Bluff-Body Burner
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Figure 11. Schematic of Sydney bluff-
body burner geometry.

The International Workshops on Measurement and Computation
of Turbulent Non-Premixed Flames (TNF) have lead to the estab-
lishment of an Internet library of well-documented turbulent non-
premixed flames that are appropriate for combustion model valida-
tion.58 The proposed parallel AMR method has been applied to the
solution of one non-reacting flow case and one reacting flow case as-
sociated with the Sydney bluff-body burner configuration that forms
part of this experimental database. The Sydney bluff-body burner
have been investigated and/or used for validation purposes in several
recent studies (e.g., Dally et al.59–64 and Turpin and Troyes65).

The geometry of the bluff-body burner is shown in Figure 10. The
bluff-body has a diameter of Db =50 mm and is located in a co-axial
flow of air. Various gases can be injected through an orifice of diam-
eter 3.6 mm at the base of the cylindrical bluff-body. For cold-flow
cases, air is injected, for cold flows where fuel mixing is of interest,
gaseous fuels such as ethylene (C2H4) are injected, and for hot-flow
cases, gaseous fuels and fuel mixture such as methane (CH4) are in-
jected. In the hot-flow cases, the bluff-body stabilized flames have
a recirculation zone close to the base of bluff body that produces a
large and complex turbulent field and causes intense mixing between
the reactants and the combustion products. The stabilization mech-
anisms resemble that of industrial combustors and yet the boundary
conditions in these flames are simple and well-defined, making it well
suited for investigating in great detail the capabilities of turbulent
combustion models for non-premixed diffusion flames. In what fol-
lows, the predicted flow fields for the bluff-body burner are analyzed
and compared with available experimental data for both cold- and

hot-flow cases.

V.A. Non-Reacting Cold Flow

In the cold non-reacting bluff-body burner flow case considered herein, air is injected through the orifice at
the base of the cylindrical bluff body with a temperature of 300 K and velocity of 61 m/s. The velocity and
temperature of the co-flowing air is 20 m/s and 300 K, respectively. The Reynolds and Mach numbers based
on the high-speed jet are Re=193, 000 and Ma=0.18.

A cylindrical-shaped computational domain is used with a diameter of 3Db and a length of 6Db, such
that the influence of the far-field domain boundaries are minimized. Flow parameters such as velocity field

Figure 12. Computational mesh used in prediction of bluff-body burner cold flow consisting of 42 10×10×10-cell solution
blocks and 42,000 cells.
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Figure 14. Comparison of predicted and measured on-
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Figure 15. Predicted mean axial velocity radial profiles at z/Db =0.6 and z/Db =1.0 downstream from the base of the
bluff-body burner for non-reacting flow with air jet.

and mixture fractions at the inflow plane are specified using Dirichlet-type boundary conditions. At the
outflow plane and circumferential surface, Neumann-type conditions are applied with the gradients of the
flow solution quantities set to zero. A computational mesh consisting of 42 10×10×10-cell solution blocks
and 42,000 cells was used. The mesh is given Figure 11. The cells of the computational grid are clustered
in the regions of strong gradients of the mean mixture solution quantities, outer and inner shear layers, and
recirculation zones near the walls. The mesh resolution typically provides for off-wall spacings for the first
cells nearest the wall in the range of 0.7 < y+ < 1.2.

Figure 12 shows colour contours of the predicted mean axial velocity with superimposed mean streamlines
in y=0 xz-plane obtained from the fully three-dimensional solution of the bluff-body burner cold-flow case.
The figure reveals the formation of a vortex structure in the re-circulation zone which are important in
controlling fuel/oxidizer mixing. The calculations indicate that the size of re-circulation zone is slightly
less than the experimentally observed value. This is very similar to previous findings of the authors when
comparing the axisymmetric predictions to the experimental data.37, 38

Figure 13 depicts the axial (centre-line) profile of the mean axial velocity component. In addition,
Figures 14(a) and 14(b) show comparisons between the predicted and measured radial profiles of the mean
axial velocity component at z/Db =0.6 and z/Db =1.0 downstream from the base of the bluff-body burner.
For each profile shown, good agreement between the numerical predictions and experiment can be observed.

Figures 15(a)-16(f) show comparisons of the predicted and measured values of the root mean square

(RMS) fluctuations of the velocity components. The computed and measured specific Reynold stress u′v′

are also compared in Figures 17(a)-17(f). The measured RMS of fluctuations of the velocity components
have peak values at x/Rb = 1.0 for z/Db =0.06; this corresponds to the shear layer between the co-flow and
the bluff-body wake. The numerical predictions also seem to capture this feature. The computed specific
Reynold stresses, u′v′ , are over-predicted in the relatively high mean-velocity regions, but agree with the
measured data in the low mean-velocity regions. It can be seen that there are under- and/or over-predicted
regions close to the fuel inlet and the solid wall boundaries. These regions are either parts of or close to
the recirculation zone. Recirculation zones with complex turbulent structure are very sensitive to standard
RANS closures. A variety of RANS simulations have addressed the sensitivity of the results to the turbulence
model and/or combustion models.37, 38, 63, 66–68 The overall agreement between the predicted results from
the current study and the experimental data are reasonable. Findings are comparable to other work in the
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Figure 16. Comparison of predicted and measured radial profiles of

q

u′2 at various locations downstream from the
base of the bluff-body burner for non-reacting flow with air jet.

literature.63, 65, 67

V.B. Reacting Hot Flow

For the reacting case, methane is injected through the orifice at the base of the cylindrical bluff body with a
temperature of 300 K. The flow geometry and boundary conditions for the reacting case are essentially the
same as those for the non-reacting case, except that the velocities of the co-flowing air and methane fuel are
25 m/s and 108 m/s, respectively. The Reynolds and Mach numbers of the methane jet are Re=315, 000 and
Ma=0.24. The reactive flow field predictions have been performed on a mesh consisting of 42 16×16×16-cell
solution blocks with a total of 172,032 cells. Similar to the non-reacting case, the mesh resolution provides for
a typical off-wall spacing of the first computational cells nearest the wall to be in the range 0.7 < y+ < 1.2.

Figures 18(a) and 18(b) provide the predicted distributions of mean temperature and mean mass fraction
of CO2 on the y = 0 xz-plane for this turbulent non-premixed flame. The predicted flame structure is
generally in agreement with the experimentally observed structure. The flame is quite elongated and three
zones can be identified: the re-circulation, neck, and jet-like propagation zones. A vortex structure is formed
in the re-circulation zone and acts to stabilize the flame. The predicted maximum flame temperature is
about 2112 K, which is close to the value of 2180 K observed in the author’s previous axisymmetric studies
of this bluff-body hot-flow case.37, 38

Predicted radial profiles of the mean temperature and mean mass fraction of CO2 at a location of
z/Db =1.92 downstream from the base of the bluff-body are shown in Figures 19(a) and 19(b) and compared
with experimental results. The comparisons shown in the figure indicate that both the predicted mean
temperature and mass fraction of CO2 are somewhat over-predicted. However, it is felt that the agreement
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Figure 17. Comparison of predicted and measured radial profiles of

q

v′ 2 at various locations downstream from the
base of the bluff-body burner for non-reacting flow with air jet.

with the experimental values is reasonable considering the limitations of the simplified reduced chemical
kinetics scheme and turbulence/chemistry interaction model used herein, as well as the fact that radiation
transport is not taken into account in the simulation. Note that radiation effects may influence the predicted
temperature for this case; however, Merci et al. argues that the flame is unconfined and very little soot is
formed and so radiation effects should be small.67, 69

VI. Parallel Performance

Estimates of the parallel performance and scalability of the proposed solution algorithm are shown in
Figure 20 for the Sydney bluff-body burner flame problem described in the previous section. For this fixed
size problem, a multi-block hexahedral computational mesh consisting of 21,504 cells (8× 8× 8 blocks) and
42 solution blocks was used and the parallel performance measures for the algorithm for up to 42 processors
is depicted in the figure. Both the scaled parallel speed-up,

Sp =
t1
tp

p , (27)

and the scaled parallel efficiency,

Ep =
Sp

p
, (28)

are shown for the problem as a function of the number of processors, p, where tp is the total processor time
required to solve the problem using p processors and t1 is the processor time required to solve the problem
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Figure 18. Comparison of predicted and measured radial profiles of u′v′ at various locations downstream from the base
of the bluff-body burner for non-reacting flow with air jet.

using a single processor. Figure 20 indicates that the parallel speed-up is nearly linear and is about 98%
efficient for up to 42 processors.

VII. Concluding Remarks

A highly parallelized AMR scheme has been described for turbulent non-premixed combusting flows. The
combination of a block-based AMR strategy and parallel implementation has resulted in a highly scalable
computational tool for simulating three-dimensional non-premixed turbulent combusting flows. Predictions
of the proposed parallel solution were obtained for a bluff-body stabilized turbulent diffusion flame and
the numerical solutions were compared to available experimental data. For the non-reacting cold-flow case,
the numerical results were generally found to be in good agreement with the experimental data, as well as
comparable to other similar numerical results reported in the literature. For the reacting hot-flow case, the
predicted mean temperature and mean mass fractions of some major species are somewhat over-predicted
as compared to experimental. However, given the complexity of the combusting flow field and the limita-
tions of the reduced chemical reaction mechanism and simplified turbulence/chemistry interaction model
adopted here, the preliminary results are quite encouraging and indicate the potential of the algorithm for
predicting complex combusting flows. Future work will include the investigation of Newton-Krylov-Schwarz
strategies70–72 in an effort to improve the efficiency of the time integration procedure while maintaining
high parallel efficiency and the inclusion of more sophisticated combustion modelling beyond the simplified
models used herein.
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